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Abstract

Last decade, a lot of research has been done @ess communication technologies. Mobile
nodes such personal digital assistants (PDAs)bootes and cell phones are nowadays used
in human’s daily life.

MANETs are networks consisting of two or more mebilodes equipped with wireless
communication and networking capabilities, but trdgn’'t have any network centrilized
infrastructure.

In last few years, MANETs have been emerged torbargortant researched subject in the
field of wireless networking.

MANETSs are autonomous; however they can communigéteother external networks such
the internet. They are linked to such external onét® by mobile nodes acting as gateways.
This kind of networks is known as hybrid MANETSs.

Voice over Internet Protocol (VolP), is a techngldlgat allows you to make voice calls using
a Internet connection instead of a regular (or@g)gbhone line.

The goal of this thesis is evaluate the performasfc€olP strategies for hybrid MANETS.
Two different aspects are evaluated, the sessitablesiment performance and the voice
quality.

Network Simulator 2 is used to run several simalai two different applications are used to
run voice simulations (Session Initiation Protoemid Exponential traffic generator). We
evaluate two different cases for voice trafficsiceocalls between two MANET nodes and
voice calls between MANET nodes and external nodes.

After running the simulations, there are some perémce parameters which will reveal the
results. The key findings of the simulations arédiag gateways, number of voice traffic
flows and the number of hops between source antihdgens. There are some interesting

results which reveal for example, that adding gatesais not always beneficial.
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1 Introduction

This chapter is the introduction of the thesis endtructured as follows. The section
1.1 is called SIP services in internet connectedN¥AS and makes an introduction to
Ad Hoc Networks, internet connectivity in Ad Hoc tMerks, SIP protocol and the key
problems of this thesis. The section 1.2 is caled findings and describes the keys to
aim the goals of the dissertation. Section 1.hésdverview of the report and explains

how the rest of the paper is structured.

1.1 SIP services in internet connected MANETS

A wireless mobile ad hoc network (MANET) is a netlw@onsisting of two or more
mobile nodes equipped with wireless communicatiod aetworking capabilities, but
they don’t have any network centrilized infrasturet Each node acts both as a mobile
host and a router, offering to forward traffic oghlalf of other nodes within the network.
For this traffic forwarding functionality, a routinprotocol for Ad hoc networks is
needed.

Ad hoc networks are self organizing, self healidggtributed networks formed by
autonomous wireless nodes. They can communicateoutitany centralized control
mechanism. They differ from traditional wirelesswerks. Tradicional networks need
access points and they have centralized organizdtmvever, Ad Hoc Networks do not
have centralized organization. Nowadays ad hoc arésvare very popular subject of
research; however they are originally created fiditary and emergency purposes.

Ad hoc networks are usually autonomous in connigtbetween participating nodes,
but they do not have connectivity to external neksosuch as the internet. Internet
connectivity is an add-on to standard Ad Hoc Neksdnternet connectivity for
MANETS can be possible, with multi-homed nodes ytlean connect to the ad hoc
network and more external networks). These nodeasagateways between the ad hoc
network and the external network. When there ardesoacting as gateways, it is
necessary to have gateway discovery mechanism. \WH4ANET is connected to the

internet or another wired network, it is called hgtMANET.
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Session initiation protocol (SIP) is an applicatlager control protocol that can
establish, modify and terminate multimedia sessiora IP network. A session could be
a simple two-way telephone call or a multimediafecgnce session.

The main signaling functions of the SIP protoc@ as follows:

Location of an end point: this protocol makes tpament the location of the end users
in multimedia sessions.

Contacting an end point to determine willingnessdgtablish a session.

Exchange of media information to allow sessionegebtablished.

Modification of existing media sessions.

Tear-down of existing media sessions.

SIP entities which make session initiation possié

SIP end users.

SIP servers which manage all the messages (SIB pexers, SIP register servers,
and SIP redirect servers).

The SIP end users have to send a register requ@sStP proxy server, sending the
location information, which means the IP address,domain, etc...When a SIP user
wants to invite another SIP user for a session,She caller user send an invitation
request, the SIP proxy checks the information ef$kP called user, when the called user
accept, the session starts directly from the cédiehe called. To end the session, one of
the users has to send a bye request.

SIP is not tied to any particular conference cdnpmtocol; it is designed to be
independent of the lower-layer transport protocol.

Sip based multimedia applications are even mor@itapt for MANETS since mobile
nodes location are changuing every time, and thisone of the most important
characteristics of the MANETS, the transparenciefend points location.

The goal of the dissertation is to analyze the ggerénce of VolP calls in hybrid
MANETs. When two SIP end users want to communigatan ad hoc network, they
need to send the SIP control messages throughateegys even if both wireless nodes
belong to that network. This thesis evaluated tlsgsations because of the need to study
the capacity of the internet connected Ad Hoc Nekvezenario and the need to examine
the performance of SIP call setup and voice calffuality in order to design a scalable

system.
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The main aspects that would be evaluated ars esliablishment and voice calls
quality. The first task is defining all the scewarinodes and traffic) making a coherent
study in order to be able to make conclusions. 3&eond task is implementing and
running the simulations for all the scenarios itk Simulator 2. The following task
is extracting and organizing the information frohe tsimulations. Finally, this thesis

evaluates the scenarios by comparing situationsegaario results.

1.2 Key findings (results) of the simulations

In order to evaluate the performance of VoIP in M@NET, several parameters are
calculated and evaluated in different traffic sc@®a The main performance parameters
we looked at were time setup delay for establislualds, the call block probability, the
time delay in voice traffic flows and the packetdaate in voice traffic flows.

The key findings for evaluating the behavior of soenarios the network performance
are adding gateways for internet connectivity, addroice traffic flows and increasing
the number of hops between source and destinatigaice traffic flows.

The results of this thesis disclose that addingengateways improve the performance
for outgoing traffic flows, however it is not an pmovement for intra flows. Adding
traffic flows reveal that the network performance much worse, the congestion

increases.
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1.3 Document overview

The rest of the document is structured as follows:

Chapter 2 describes gateway discovery and routhogogols. It also describes in
details the routing protocol AODV-UU used in thisesis and the session initiation
protocol (SIP).

Chapter 3 gives an introduction of Network Simulaf describing some of its
components and examples of how to use it.

Chapter 4 describes in details the design and imgheation of the scripts in Tcl to
run the simulations. This chapter describes thet-pasing process, what the
performance parameters are and how they can bmetita

Chapter 5 describes all the scenarios and the appes followed in running the
simulations. The results of the simulations arentbealuated and analyzed using several
graphs.

Finally, chapter 6 gives a brief conclusion of thesis and suggestions for future

work.

16



2 Background

This chapter is structures as follows. In sectioh, 2he different approaches of
gateways discovery are presented (proactive, kemeind hybrid mechanisms). Section
2.2 describe the possible types of routing prdsycbaving proactive, reactive and
hybrid as routing protocols types. In section 2@, routing protocol used in this thesis
(AODV-UU) and its mechanisms of gateway and rouigcalery and tunneling are
explained. In section 2.4, the session initiatiootgrol and its entities and functionalities

are presented and explained.

2.1 Gateway discovery

As important as having MANET correctly working isJing internet access in a
MANET. To have internet connectivity for MANETS tieeare some needed things.
Gateways are needed to communicate MANET with extat networks. Addressing
autocinfiguration is also needed to detect thevgays, to route to the gateways, to detect
when a node is in the internet or in the MANET. fHfiere nodes acting as gateways are
needed. They act as an interface between the MA&itETthe internet and algorithms to
do it are also needed to manage the situation. ddygugateway nodes, the MANETS
network communication is not limited to intra-MANECDmmunication; the network is
also capable of working with other outside networks

Hence, the term “gateway discovery”, refers to ¢hpability of a MANET to access
the internet or a conventional network and prowttgbal addressing and bidirectional
reach ability to the MANET nodes. [1]

In the last years there have been discussions abbat the best approach is to
discover the gateways. Bassically two approachesbeadistinguished on who initiates
the discovery: the mobile node or the gateway. Ddjpg on the characteristics of the
network, each approach has advantages and disadeantThese advantages and
disadvantages will be discussed in the next sextiorder different kinds of gateway
discovery approaches. [1][3]
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2.1.1 Proactive Approach

The main principle of this approach is that theegaty starts proactively announces
itself. The gateway therefore periodically broadcgateway advertisement messages
identifying itself (as gateway). All the nodes hretgateway’s transmission range receive
this broadcast message, and they also relay thsageso the other nodes in their
transmission range removing duplicates. Each rexipnode also further broadcast this
message to it neighboring nodes. Nodes which ajreagle a route to the gateway, will
update the routing table, and those which do neg lsaroute to the gateway, will create a
new entry in their routing table. This approacholwes a very high overhead. One
problem is the well-known “duplicated broadcast sages” problem which also occurs
in routing protocols. However, this problem has tansolved by adding the ID of the
broadcast source node. Due to the redundancy kastig, a node may receive the
gateway advertisement message several times. Im @urase, where a node receives
more than one gateway advertisement with idenlizait only considers one. [3]

A disadvantage of this approach is, that the ndtwuatl have a high overhead of
gateway discovery messages which the nodes will poser and bandwidth. This
approach can be useful if a very low latency isuneml to detect a gateway because the
nodes always know which one is the gateway. Wherethre more than one gateway,
the nodes keep the route to them and they can elthegyateway how they want, usually
they send to the nearest gateway [5]

2.1.2 Reactive Approach

In this approach, gateway discovery is initiatedthg mobile node. Most reactive
gateway discovery strategies work with reactive ar-demand MANET routing
protocols.

When a node needs to send a packet outside the MANEtarts the process of
discovering the gateways. The source node sendseaasb route request (RREQ_I)
message, by broadcasting it, to the ALL_MANET_GW_IMUCAST address. [3]

If the gateways receive the message, they will andw the source with a special

route request reply (RREP_I) via unicast.
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When the source receives the response from thevggse it then decides based on a
metric which gateway to send the data to, for exardppending on the number of hops.

The problem of duplicated packets exits in thisrapph because of the multicast
forwarding, but it is solved in the same way aspmoactive approaches. The route
requests have an ID, so if the nodes receive datplicpackets (with the same id), they
will be discarded.

An advantage of this method is that the network mot have high overhead with the
gateway discovery packets if its nodes do not reegulite to a gateway. However, when
they need to acquire a route to a gateway, it takdsnger time to find the route
compared to proactive approaches. Also the neighdporodes to the gateway will suffer
from overloading because they are involved in thteway discovery process even if
they do not need the gateway themselves. This In@dp@ proactive approaches as well,
but in reactive approaches the situation is wailse, to the overhead in the neighboting

nodes to the gateway is exactly when we need a geddrmance.[5]

2.1.3 Hybrid Approach

As both proactive and reactive approaches have thiaivbaches, researchers have
tried to combine benefits of both approaches iptarid algorithms.

Hybrid approaches have two different zones thamigortant to distinct: the nodes
near the gateways and the nodes which are outsofdine.

In the first zone, a hybrid approach uses proacygaeeway discovery. Here the
gateways send gateway advertisements periodic#iilg; nodes in the gateway’s
transmission range will receive those messageserd#pg on the number of hops in the
proactive zone, the nodes will forward the gatewaativertisements to other nodes in
this zone depending on the TTL value set by thevgay.

If a node outside of this zone wants to reach ttewgay, it will follow the reactive
approach. It will broadcast a route request, andilltreceive a route reply by unicast
from a node in the first zone which already hasaimd the information through

proactive mechanisms. [3][5]
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2.2 Routing protocols

Routing protocols refers are needed in order td fnroute from a source to a
destination. In this dissertation we deal withcsgie decentralized networks such as Ad
Hoc networks, without fixed structure. MANETS hateir own routing protocols, some
of them are invented primarily for MANETS, and somwere adapted from routing
protocols in used wired networks.

Furthermore, one of the most important goals o$ehgrotocols is that they must be
able to work with any topology, because MANETSs clinoe may change at anytime.

The most important differences between MANETS aodventional networks with
respect to routing are:

-Conventional networks are usually static. Thisveyy different from Ad Hoc
networks, where the topology can be very differantifferent times and may change
rapidly.

-in conventional networks, all the routes can bevkm in advance. In MANETS, this
is not possible due to mobility and it is feasifide each node to have the route to reach
all the other nodes.

-in the MANETS it is very expensive to flood theutmg information through the
network. This is in contrast to conventional netkkgowhere bandwidth is not limited.

Therefore it becomes clear that MANET routing pools need to accomplish some
goals such as the followings:

1. Distributed operation: this is the main prineippf MANETS. Conventional
networks always worked in a centralized structuhes does not exist in MANETS.
Therefore,routing protocols need to work in a déedzed network without any
hierarchy operations are without structure and fieakzed.

2. One-directional traffic: Ad hoc routing protosalere desined with a wired network
in mind. However, in wired networks, links are assd to be directional. In ad hoc
networks, this is not the case; diferencess inlessenetworking hardware of nodes or
radio signal fluctiations may cause uni-directiolaks, which can only be traversed in
one direction.

20



3. Reactive approach: protocols that follow a reacapproach have to provide the
route only when it is needed by the nodes. Thelprobelated to this is that latency can
be high.

4. Proactive approach: with this approach the ngufprotocol must provide the
capability to create and maintain the routes in rthating tables continuously without

introducing high overhead. [7]

Following this brief explanation, we will discuggetrouting protocols divided in three

groups: proactive, reactive and hybrid

2.2.1 Proactive Routing Protocols

For all protocols in this group (also called tallkeren protocols), the route is already
available when one node wants to send data.

The approach is as follow: It does not matter thatnodes do not need the route at a
particular moment; they continuously look for araidable route. Therefore when the
route is needed the information is already avadlabhe time interval at which a route
advertisement broadcast is sent is important becéuwsll be a factor which will decide
if the network has a good performance or there mellhigher overhead in the network.
The nodes keep the current route information in Wways, periodically when they do the
route discovery and when they discover that anyertvas changed even if they are not
involved in this change or route.

An advantage of proactive routing protocols is twaen the nodes need the route,
they already have the information; hence it prosidevery low latency and very good
performance.

The problem arises in the context of the overheathe network; there is a high
overhead with routing packets, due to the needh®mibdes to have the routes available
all the time. Also, routes might be maintained wh&re not needed. One can conclude
that the overhead is the main disadvantage forgtik@arouting protocols. [5]

Examples of proactive routing protocols are OLSH & DSDV [33]
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2.2.2 Reactive Routing Protocols

Reactve routing protocols acquire routes on demanty, when needed. When the
node needs to send a packet, it will tipically lolcast a route request. The nodes in its
transmission range will receive it and they wilbadcast, and so on until some node has
a route to the destination or the route requestggived by the destination. The nodes
which has the route to the destination or the da8tn itself unicast a route reply
towards the source node In this kind of protocbks modes do not try to keep routing
information if they do not need it.

An advantage of this approach is tha the overtwadthead in the network is
tipically low. Therefore, nodes save energy, baddwiand memory. But as a
disadvantage, these protocols have a higher raaggg@istion latency, because when they
need a route it first needs to be discovered. [5]

Examples of this protocols are AODV [11] or DSR][35

2.2.3 Hybrid Routing Protocols
Both approaches (reactive and proactive) have &dgas and disadvantages
depending on the characteristics of the networke. Aybrid routing protocols have been
created trying to avoid the disadvantages of tlaetiee and proactive protocols, but
trying to get the benefits of both at the same time
In hybrid approach there are two different zotles,first one where the nodes are
near source node, proactive approach is followednbdes will maintain the routing
tables with the neighbors within a determinate neimtf hops. In the other zone, the

nodes far from the source, the approach to geethedes is reactive. [7]

2.2.4 Comparison of the routing protocols in MANETS
The performance of routing protocols depends onynfiactors such as traffic load and
mobility of the nodes. However usually reactivetpools have a better performance in
large ad hoc networks than proactive protocolsitbfitrther depends on the traffic and
the topology.
When the aplication needs a lower latency and #tevark does not have problems

with overhead, a proactive protocol will have befterformance.
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However, if the network suffers from high traffitod, performing route discovery
with a proactive protocol could be a bad idea beeahe overhead of route discovery

have a negative effect.

2.3 AODV-UU

2.3.1 Introduction to AODV-UU
AODV-UU is a version of AODV (Ad Hoc On Demand Distce Vector) routing
protocol implemented by Uppsala University (SwedeADDV-UU implements all
mandatory and some of the optional functionaliteAODV with added functionality of
gateway discovery and half tunneling capabilitj8%.
AODV-UU is an On Demand routing protocol and thuslyoinitiate a Route

Discovery when needed. [5]

2.3.2 AODV Operation
AODV introduces the concept of routing tables iracteve protocols. It keeps
information on destination node information, negptand the sequence number in order

to find the newest route to the destination inrthding table. [11]

2.3.2.1 Route Discovery

When a node wants to send a packet, the firstistepcheck if there is an entry for
the destination in the routing table. If there asamtry in the routing table, the node starts
a route discovery phase by sending a RREQ messafggmadcast. The RREQ message
consists of the following information: source IRRstination IP, source sequence number,
destination sequence number, the broadcast idantib avoid the problem of duplicate
packets in broadcasting) and the time to live (TTAl) the nodes that receive the RREQ
packets check if they have any packet with the sataatifier, if they do, they will
discard the packets to avoid duplicate packets.n\Weeeiving a non duplicate packet the
nodes create a back way pointer towards the source.

When the destination node receives the RREQ, dssarRREP to the source node by

unicast in the reverse path.
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When the route is established, the source node upitlate the routing table, the
destination node also does the same if the sequamber of the packet is higher than
the one it is in the route tables.

AODV protocol also has an optional Hello Messagesmanism. That means, nodes
sent periodically Hello messages to the neighboder to keep connectivity.

When a route is broken, the failure can result ftera the movement of the source
node, from the movement of the destination nodgarn the movement of intermediate
nodes.

If the failure results from the movement of the reey it can start a new route
discovery. However, if the failure results from thmvement of the destination or the
intermediate nodes, a special kind of Route Repgssage (Route Error) is used to
inform other nodes along the route and the souock of the broken route. The broken
link is always detected by an upstream node, wiscte responsible for initiating the
RouteError message. When the source receives tbsag it can reinitiate the route
discovery. [13]

The main advantage of this protocol is that roatesdiscovered on demand; however
time information is stored in the source node ruytiable. The sequence numbers are
used to find the newest route. [12]

2.3.2.2 Gateway discovery

As mentioned earlier, the AODV-UU is a version oODBV which adds two new
functionalities namely gateway discovery and tuimggl

Gateways are the only way to provide internet cotividy to a MANET. However
the quality service is affected adversely whenMWNET has multiple gateways.

When the node needs to send a packet to a wiregl ovoid a node located outside the
MANET, for example in the internet, the mobile nagsends a message to request for a
gateway. When the gateway receives this requeswillitreplay by unicast with a
GWADYV. If the node receives more than one gatewdyedisement, the node will

choose the gateway it will use depending for exanopl the number of hops. [7] [13]
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Tunneling

Each node connected to internet needs a uniqueédfess; it is used for identification
and even more important, to route the packets it rtbde. The problem of locating
mobile nodes from an external network in a mobdendin arises because there is not a
centralized organization to assign an unique IPresdd so the gateways translates the
hierarchical addressing in IP addresses.

Tunneling is used to solve the problem of sendiagkpt outside the MANET. But
AODV-UU does not use tunneling; it has a new tumgehpproach called half-tunneling.

Half —tunneling is a new approach implemented bypd#ta University. It is called
half-tunneling because it only uses tunneling ie @ray of the data communication. The
tunneling is used only from the source node uhglgateway in the MANET.[11]

When a node wants to send a packet, when the numeskthat the destination is not
in the MANET, it is achieved with the destinatioddaess, the packet (which has the
destination-address of the node outside the MANW®ill) be encapsulated via a half-
tunneling mode and it will have a new destinatialdrass, the gateway address. The
packet will be routed based on the route IP-tumgehieader through standard AODV-
UU towards the gateway. The packet will finally tezeived by the gateway, and it is
then decapsulated at the gateway. It is then setitet original destination address in the
internet. The tunneling thereby creates a virtuay wf one hop between the source and
the gateway. Only the source and gateway knowttieaéncapsulated packets are sent to
a wired node. Therefore the intermediate nodesmatlhave to look up many times in
routing table because they already know the rauthd gateway.

Wired nodes don’t have any problem in sending hzaatkets to the MANET nodes,
they are sent via wired routing towards the gatevilmyAd-Hoc networks, the gateway
which has the same prefix as the mobile node resdive packet directly to send to the

mobile node through standard AODV-UU mechanism&aovit tunneling. [12]
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2.4 SIP (session initiation protocol)

2.4.1 Introduction

SIP is the Internet Engineering Task Force's (IE)l§tandard for multimedia session
signalling over IP. It is a signaling protocol wiedginctionality is to set up, control and
tear down multimedia sessions between clients avegtwork. It can work over a local
network or over the internet. [16]

Session Initiation Protocol was developed by IETHItMParty Multimedia Session
Control Working Group known more commonly as MMUSMersion 1.0 was given as
an Internet-Draft in 1997.[18]

The session type can serve for several purposesllyst is for conferences, but it
can also be used to set up games or video sesBiageneral it can be used to set up any
kind of session. SIP is independent of the kindrafsport protocols. The data transfer
between the end nodes is independent of SIP aradlydased on RTP/RTCP.

SIP is an application-layer protocol. Its functibtyacan create, modify and tear down
a session, because session management has thedahibntrolling an end-to-end call. It
provides the following functionalities:

- Address resolution: It provides the locationtod £nd point.

- Lowest session capabilities: The caller userdatts to the called node when it
sends the invitation which the lowest characterisif the media session can be
supported. The caller nodes send the maximum desistecs in terms of quality, for
example.[19]

- Set up session between end nodes. It sets ugetiston if all the steps involved
are correct. If one end node is busy or unreach&ieinforms the caller node.

- Termination of calls. It handles the terminatadrcalls as well. [18]
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2.4.2 SIP components

2.4.2.1 SIP Users

A SIP end device is called SIP user, for examplept®nes, PCs, PDAs, etc. A SIP
user is a logical device, which has User Agents §JJAach SIP user has a SIP User
Agent Client (UAC) and a SIP User Agent Server (JAS

Each SIP user has an unique identifier, or userenahch gives a globally reachable
address. Callees bind to this address using theRefjister method. Callers use this
address to establish communication with calleeg a#dress is a URI, which can be:
sip:user_name@domain.com. Non SIP-URIs can be asedell, for example mail:,
http:...

-SIP User Agent Client: it is the part of the Usgent which initiates the SIP request.
It works on behalf of the user when it wants todsamequest.

-SIP User Agent Server: it is the part of the UAgent which responds to the SIP
requests. It works on behalf of the user when & tmarespond to the SIP requests.
[18][17]

2.4.2.2 SIP servers

The SIP servers are the workhorses of the SIPtateicThey are the entities which
manage all the SIP messages.

The SIP servers can act as different entities:

-SIP proxy server: usually there is one proxy ache SIP domain for handling
incoming invitations. For instance, if sip:alice@uersity.com sends an invitation to
contact sip:bob@university.com, the proxy for themdin university.com will receive
the requests of the user Alice and sends the tromtato user Bob. It is the entity
responsible for the users within a domain. [19]

-SIP redirect server: The redirect sever gives kthekinformation about the called
party’s address. This functionality may be necoegadifferent situations. The simplest
case is that one in which the caller receives tress of the called party, so that it can
send the SIP messages directly to the called party.

But usually the redirect server provides to thdecalhe information of other SIP

proxy server. It may happen when, for example,ex ogy be in different domains when
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at working place or when at home. The redirect ppiew the caller information about
alternative addresses to reach the callees, andekiehop to the alternative server in
other domain. [19]

-SIP register server: This is a server which accepgister requests and stores the
information of the user who wants to register idadabase called “location service”. It
keeps the information of the users within a donm@i@ set of domains. When the users
are registered, the information is available tceotbtroxies in the same group of domains.

That means, iflice@university.comvants to contact witbob@kau.se the information

of Bob will be available for the proxy universitgmm, so when Alice wants to initiate a
session with bob, the university.com domain proxy mave the information of Bob in
kau.se. [19]

The location service (register server) and thestegiproxy can be co-located in the
same machine or can be located at different mashfeo the location service can be a
database in the same server or in other. The eegietdirect and proxy server can access

to the database with any technology as for exanyidd\P; independent of SIP. [17]
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2.4.3 How SIP works

Figure 1 is an illustration of a SIP call set gtvizeen two users in the same domain.

Alice and Bob are users in the domain university.cd he first step is register; the

users send a SIP register request to the registeers This register server will keep the

user information as address and in the locatiovicerThe proxy of Bob and Alice will
register at university.com proxy

When alice@uiversity.comvants to initiate a session widob@university.comthe

User Agent Client will send an invitation requestthe proxy server. The proxy server

will look for Bob’s information in the location séce, upon finding Bob’s information it

will contact with him. If Bob accepts the invitatiopBob’s User Agent Server will send a

message accepting the invitation to the proxy seiee proxy will send the acceptation

to Alice, hence the session is initiated.

Once the session is initiated, Alice and Bob wdlnsfer the multimedia data directly

without any proxy as intermediate. [17]

LOCATION SERVER

Bob@sip.453.234.1.23

SIP CALLER USER SIP CALLED USER

Bob@university.com Bob@sip.453.234.1.23 \ U
» i
200 OK (acceptance) 200 OK (acceptance)
ACK & ; b ACK &
© SIP PROXY e

DATA MEDIA

Figure 1: SIP performance ,two SIP users in sanmealo

2.4.4 SIP methods

Following the illustration on how SIP works, thespitble methods are discussed

below. The methods are the followings:
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2.4.4.1 INVITE
This method is initiated by the caller user whenwants to invite a callee for a
session. The caller sends a invitation messagehwimcludes information with the
session description in the message body. The irom about the session may indicate
the lowest characteristic of the media session.cHfler tells the called node which is the

lowest media session can be established in termgaality for example.

2.4.4.2 REGISTER
When a user wants to register, this method serglsnformation of the user, as the
address, location and other important information the Location Server. This

information will be available for the server proxythe same domain.

2.4.4.3 ACK
This method acknowledges the final state of th&atien method, only for invitation
method. That means that the caller user gets aagessith the final state for the Sip

invitation.

2.4.4.4 CANCEL
This method is used to terminate an attempt ofRacall. It is important because if one
user wants to initiate a session with another wgbile the Sip invitation is not finished,
the Sip users are in the “Busy” state, in whichytlsan not be contacted with them.

Therefore, if the users decide not to initiate $iiye call, it can be stopped this method.

2.4.4.5 OPTIONS
With this method, a user can ask to another user arproxy for their capabilities or for

their availability. This method can not be genetdig a proxy server.

2.4.4.6 BYE
This is the method used to terminate the Sip sessiohas the particularity that the
message does not go through the proxy. When anssds the call to finish, he will send

a bye request to the other user. [18]
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2.4.5 SIP message codes

The following Sip message codes are in part of @¥ponse messages. The SIP
response messages are the messages that the @seiS&gver or SIP servers generate to
reply to a request sent by the User Agents CliEné codes are numbers of three digits.
Depending on the function of the code, it starhwlif 2, 3, 4, 5 or 6. For example, when
the code starts with 1, the message is informaltitioavever when the code starts with 2,
the messages indicate success actions.

These codes reveal how SIP works in the messagbsiege between users and SIP
proxy.

The first 5 groups of messages are borrowed frdmergbrotocols as Http, only the
group 6 is explicitly implemented for use in Sipfarcol. [20] [18]

The most important codes used in the SIP prot@eoi,be divided into the following

groups:

2.4.5.1 1xx messages: Informational
This range of codes is used to inform about ongistan action.
For example:
-100 code is used to inform the caller that thexpneceived the invitation request and
that it has forwarded the invitation to the calpedty.
-180 code is a message sent by the called partyebdtie acceptance of the invitation is
sent. It sends a 180 message to inform the othty tfeat the SIP invitation has been

accepted and the called party is getting readyptmect.

2.4.5.2 2xx messages : Success
In this class the main code is 200, which is ca80 OK. This message is used to
indicate that a request has been accepted. Whemtssage is used after the invitation
or options methods, it will contain a message bodl the media properties or with the
capabilities. If the 200 ok is used for the meth@&@&NCEL, REGISTER or BYE

methods, the message has no body, it is just toatedthat the method has succeeded.

2.4.5.3 3xx messages : Redirection
The 3xx messages are generate by the user to e$p@nuser invitation request when

the server is acting as a redirect server.
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The server may act as a redirect server becausewny situations and the messages
indicate to the user the reason.

-300 code: This message contains multiples choiceshis message there will be
some addresses to contact with the called parggause the location information of the
called node is not in this proxy. The user agentloa pre-configured to contact with the
new addresses without interact with the user.

-301 code: This message is called “permanently ip\and it contains a new URI to
contact the called party with. The new address dllused for the future, because the
called party has moved permanently.

-302 code: Temporally moved. This message will @onén address to contact with
the called party, but the address will not be sawethuse next time, the caller will use
the old address.

-305 Use proxy. This message contains the addressather proxy server which

have the information of the called party.

2.4.5.4 4xx messages : Client error

Client error messages are messages that indicateatherror occurred in the SIP
interaction process which is a result of an emaa user node.

-401 code: This code indicates that the user didpedorm the authentication. It is
usually sent by the users, but it can be genetajatie servers as well. For example, the
register server can generate this message if th@entials of the user who wants to
register are not correct.

-404 code: Not found. This message is generatethdgerver when the URI of the
user does not exist or it is not register in anyese

-408 code: Request timeout. This message is gekevaten the time of the session
set up was expired.

-486 code: Busy . This message is generated wieenskr receives an invitation but it
is already in the “busy” state. For example, after user sends an invitation or receives
an invitation, its state will change to busy statil the SIP session is finished. So no

other user can try to invite this user during tinge.
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2.4.5.5 5xx messages: Proxy error

These messages are generated because the servest gancess any requests. The
requests can then be resent to another serverudeedhere is no problem with the
request.

-500 code: Server internal error. This messagecatds that there is some kind of
internal error with the server.

-502 code: Bad gateway. This message is genergtadoboxy server which is acting
as a gateway to another network and tells that sprablem in the other network is

preventing the request from being processed.

2.4.5.6 6xx messages: Global failure

This group of messages is generated by the sérkierserver knows that the request will
fail.
-600 code: Busy everywhere. This is a version ef éhror 486, but the server already
knows that the user state is busy.

-606 code: Decline: This message results in a aimaittion as the last message (600),
but in this one, one does not know why the inwatatis declined. It may because the user
is busy or simply it does not want to accept a esj20] [18]
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3 Network Simulator 2

This chapter describes Network Simulator 2, usdtisimaster’s thesis.

The chapter is structured as follows:

Section 3.2 explains how to write and to struct@récl script. Section 3.3 explains
what class node is and how it works internally.t®@c3.4 describes Network Simulator
Link class along with how it works internally andwn it interacts with other classes.
Section 3.5 describes class Packet. Section 3.&rides agents class. It contains the
goals and functionalities of these agents and ih&ractions with the packets. Section
3.7 explains how to choose the radio propagatiodehdiow to choose among existing
different radio propagation models; depending omesgarameters is explained in this
section. Section 3.8 describes how to calculatectmmunication range to use in the
simulations. Using some parameters, a tool in NekvBimulator called “threshold” is
used to configure the communication range. Se@&i6érexplains how to describes how to

configure wireless and wired network simulatorsti®ec3.10 describes the trace files.

3.1 Introduction

The Network Simulator 2 is an object-oriented, tige, event-driven network
simulator. It is implemented in OTcl and C++. Ustag different programming
languages is not so usual in applications, buast$ome advantages. A major advantage
of this feature is that it makes it possible foenssto write the simulation scripts in ¥cl
(due to NS is an object-oriented Tcl script intetpr).

More complex functionalities based on C++ can b#eddoy the user. This flexibility
is very important to enhance the simulation enviment that is needed. The most
common components are built in the simulator, f@neple wired nodes, wireless nodes,
links, agents and applications. The Network Sinmul& also uses C++ for efficiency
reasons. The NS libraries are written in C++ (Ev&aheduler Objects, Network

Component Objects, Network Setup Helping, Modu|28). Many network components

It is easier to write scripts in Tcl
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can be configured in detail. Also traffic pattenan be added to give more reality to the
simulations.

As depicted in Figure 2, the Network Simulator 2 tee seen structured in two very
different parts; the Tcl interpreter and the NS @ator Library. Figure 3 shows the work
flow in the simulation when the user uses the Net@mulator 2 to run simulations.

The user writes a Tcl script (structured in thrééerkent parts as network topology,
connections, traffics and agents and events schptluldefine the total scenario to be
simulated. Such a script is interpreted by the MeétwSimulator 2 using C++ classes
(agents, links, packets, queue... etc).

After running the simulations, the Network Simulafogives out a trace file showing
the trace information about all the informationuested for in the Tcl script. There are
different approaches to interpreting a trace fie; most common approaches are:

- NAM (network animator): It is a program that gragdily shows the packets and

how the traffic flows behave.

- Perl (programming language): used to extract tternmation. It is a very good

programming language for this function due to theility to work with data and
strings. It is very useful for extracting data gmuhting it out in other files or

formats in order to study them or to plot them riagins.
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Network Simulator 2

Figure 2 : Internal’s view of theNetwork Simula®{22]

3.2 Running simulations

To run a simulation, a Tcl script has to be writeimulation scenario). A simulation
scenario is composed of three main components:

- network topology

- connections, traffic and agents (protocols)

- events schedule

Figure 3: User’s view of an network simulation [23]
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A network topology defines the scenario in termsnoimber of nodes and the
connectivity between them. When the simulationmcis built, usually it follows a
certain pattern consisting of the following items:

- Simulation network instance
The simulation instance has to be defined in egenulation. The simulator object is

generated and it is assigned to the variable resCoele 1.

..Creating object sinulator instance...

set ns [new Simulator]

Code 1: simulator instance

What this line does is that it initializes the patcformat creates a schedule and selects
the default address format [22].
- Opening trace files
The trace files and their formats that we wanteteive as an output is defined here. It
can be the normal NS trace file or the NAM trate. feee Code 2.

...0Opening the trace files...

set nf [open trafileName.tr w]
$ns trace-all $nf

Code 2: Opening trace files

- Configuration of nodes
The node settings are defined. The nodes will lzdivihe settings defined when they
are created. Section 4.3.1 explains with exampteg to configure wireless and wired
nodes.
- Creation of nodes and links
The nodes are created; they will have the setttle§sed in above point. The links
between the nodes will be established if the nadesvired. If the nodes are wireless, the
connection settings are already defined in abovet goonfiguration nodes”. Section

4.3.1 explains with examples how to create the s@ael to link them.
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- Creation of agents and applications
At this point the agents (protocols) are attachedhe nodes to create application
events. Section 4.3.2 explains with example hoar¢ate agents and applications.
- Events schedule
The time events are defined, when the events atartvhen they finish. Section 4.3.3
shows how to implement it in Tcl scripts.
- Finish procedure and call to this procedure wherthe simulation is finished
In this procedure we have the required actions inisH the simulations. This

procedure usually looks like as written in Code 1

...finish procedure...

proc finish {} {
global ns__ tracefd
$ns_ flush-trace
#Close the trace file
close $tracefd
exit 0

}

Code 3: Finish procedure

This procedure is used to finish the trace evedtdmose the trace files.

- Starting the simulation
Next command (Code 4: Starting simulation) is aseaial Tcl command which
determines when the simulation starts. It worksidsuing the run command to the

simulator instance.

..Starting the sinulation...

$ns_ run

Code 4: Starting simulation
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3.3 Node structure

Nodes are fundamental in NS-2 and in the simulatidimey are the most important
entities in the simulations; they perform procegsamd forwarding of packets. In this
section, two different objects are described, ngutted internal structures of wireless and
wired nodes.

3.3.1 Wired nodes
A wired node is an object composed by one entry taral classifiers - the address
classifier and the port classifier. Figure 4 shéww the different parts are connected in a
wired node in NS-2.

Generated packets

Link in ddres "
_’._> Classif

\

Link out

e

Figure 4: Wired node structure in NS2

The node entry (Link In in Figure 4) receives tlaelets; the address classifier checks
the packet address field to check if its node & dlestination node. If the node is the
destination packet node, the port classifier deitges which agent will receive the
packet. If the node is not the destination packelenthe address classifier will determine
the node to which it has to be forwarded. The rmufunctionality update the address
classifier and the packets will be forwarded thitotige link out.
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3.3.2 Wireless nodes

In this section, the wireless node structure in Nework Simulator 2 is described.
Figure 5 shows the internal work flow of wireleszlas.

The node always receives the packets at the nadg &hme packet goes through the
address classifier where its address field is emathiThe agents are connectors. When
the connectors receive packets, they execute sanwidns and deliver the packets to
their neighbors or drop them. There are differgpes of connectors performing different
functions, e.g., Agent, Link Layer, MAC Layer aneétNork Interface. The interaction

between them is shown in Figure 5.

<+

v

Wireless Channel

Figure 5:Wireless node structure in NS2
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3.4 Links

How the nodes are linked is described next. THevwehg Tcl script shows how a link
is created.

..Definition of link in Tcl...

$ns <link_type> <node0> <nodel> <bandwidth> <delay> <queue_type >

Code 5: Link definition in a Tcl script

The parameters needed for a link definition are:

-link_type: this parameter specifies the type oklis used between the nodes (nodel
and node0)

-bandwith: this parameter specifies the bandwidtthe link.

-delay: this parameter is a number, which definawilliseconds the link delay.

-queue_type: the link use queue_type performanaemo

Internally in NS, links follow the work flow of Fige 6.

heady »| enqT M queue [ depT | link B[ 1 ] revT |

dropheac’—»' drpTJ

Figure 6: Link in NS-2

Five variables define the class link in NS-2.

- head_ : variable which is the entry point to timé;lit points to the object in the
link class.

- queue_: it is a reference to the queue elemerteofink. Depending on the link
type, the queue works with one or more queues.

- link_ : this variable references the element whiebdels the link. The link is
modeled with the characteristics of delay and badtihw
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- ttl_: this variable points to the element which W®with the ttl (time to live) of
every packet.
- drophead_: this variable makes reference to ancolyjhich is the element that

processes the link drops.

In addition, there are instance variables definredhe link class to trace the link
events. These elements are:

- enqT_: traces packets that enter in queue_.

- deqT_ : traces packets that leave queue_.

- drpT_ : traces packets that are dropped from queue_

- revT_ : trace packets that are received in the nede.

3.5 Packets

After nodes, packets are the most important objectsimulations. A packet is
composed by a packet header and a packet data.

The packet headers are added by protocols whepattieet goes through the different
layers. The only packet header that is obligaterycalled thecommon headerThe
commonheaderis used to trace the packet and to calculate @sore other parameters

during the simulation. The structure of a packethiswn below in Figure 7.
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ptype_
size
uid_
ts_
. error_
Nextpacket .= COMMON HEADER errorbitcnt_
helr_size _>‘PACKET_HEADER IPHEADER ™, direction_
‘ PACKET DATA TCP HEADER " prev_hop_
i RTP HEADER riext_hop._
num_forwarders_
TRACE HEADER .
iface_

Figure 7: Packet structure in NS-2

The size of the packet is defined in compilationgj at the startup of the simulation.
The packet contains information about next packdtthe size of the header (hdr_size).
The packet header contains the headers of mangguistand the common header
which contains information about the packet.
Some of the most important fields in the commordeeare commented on below:
- ptype : the type of the packet.
- size : the size of the packet.
- uid_ : unique identifier for the packet
- error_: this field is activate if the packet cansaany error.
- errorbitcnt_: identifies the bits that contain #reor.
- direction_: this field contains which is the difiectin which the packet follows in
the simulation transversal.
- prev_hop_ : this field indicates the last hop whbeepacket come from.
- next_hop_: this field indicates the next hop whbeepacket goes.
- num_forwarders_: used in wireless simulations, @ost how many times a
packet has been forwarded.

- iface_: the label of the link which received thelgest.
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3.6 Agents

Agents simulate end points where packets are deateeceived. They are used to
implement the protocols at various layers.

Agents hold state information, mainly to be ableatsign default values to packet
fields when generating packets and identifyinglfitsEhe state information which they
hold is the following:

Variable Description
agent_addr The address of this agent
agent_port_ The port number of this agent
dst_addr_ The address of the destination agent
dst_port_ The port number of the destination agent
type_ The packet type
size_ The packet size
ttl_ The time to live of the packets
fid_ The IP address flows identifier
prio_ The IP priority field

Table 1: Agent state information

Agents are used to simulate protocol behavior. 3dgeents are attached to the nodes.
The agent will receive the packets destined fath#f means, all the packets whose port
number is the port of the agent.

Routing agents are special cases of agents. Theg nmere steps in order to be
installed in the nodes. Agents are created in diodl the default values of the agents can
be modified in Tcl code during creating.

Agents are attached to the nodes by issuatigch-agent <node><agent>To allow
two agents attached to different nodes to commtmithe Network Simulator 2 instance
offers aconnect <src><dst>command to connect them to each other. In suclse, da
is necessary to have the nodes to which the ageatsttached, connected by a link.

To simulate traffic, two agents need to be created attached to the source and
destination nodes. Source and destination nodesbealocated in wired or wireless

network.
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3.7 Radio Propagation Models

In NS-2 there are three propagation models: freecespmodel, two-ray ground
reflection model and the shadowing model. Their lenpgentations in NS-2 are done
using the following files:

- for free space model: ~ns/propagation.{cc,h}

- for two-ray ground reflection model: ~ns/tworaygndiy{cc,h}

- for shadowing model: ~ns/shadowing.{cc,h}

Shadowing Model is discarded due to the simpliotythe simulation. In order to
choose the optimum of the two remaining propagatmudels for our simulations, we
need to calculate a cross-over distance.

When the distance between transmitter and recedjeis less than the cross-over
distance, dc (d < dc), the free space model is.uS#gerwise when d > dc two ray
ground model is used.

The cross-over distance is calculated as
=4nxhtxhr
dc 7 (1)

Where:
- A is the wavelength.
- ht is the height of transmitter antenna

-hr is the height of receiver antenna

According to two ray ground model, the distance ath de calculated given the
received power of the mobile node. Transmissiongyae 100mW, the transmitter and
receiver antenna gain are 1, the system lossahdsthe transmitter and receiver antenna
height are 1,5 meter.

Therefore, calculating the eq.2, we obtain a valued > dc. [30]

_ PtxGtxGrxh®xh?

Pr(d) TxL

()

Where:
-Pr(d): received signal power at d distance
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-Gt: transmiter antenna gain
-Gr: receiver antenna gain
-hr: height of the receiver antenna
-ht :height of the transmiter antenna
-d: distance between transmitter and receiver
-L: system loss
Hence, the two ray ground propagation model (Prapaig/ TwoRayGround) will be
used in the simulation.
The two-ray ground reflection model considers nolyca single line-of-sight path
between nodes but also the ground reflection. irfudel gives more accurate predictions

of the received power at long distances than the $pace model. [21]

3.8 Communication range calculation

Communication range settings are done with the dwds shown in Code 6. The
Network Simulator 2 has a tool called “thresholdhis tool is used to calculate these

values (a and b in Code 6) which define the cas@sise and transmission range.

.. Communi cati on range settings...

Phy/ W rel essPhy set CSThresh_ 5.53241e-12 (a)
Phy/ W rel essPhy set RXThresh_ 1.296e-10 (b)

Code 6: Communication range settings

The command below illustrates how the tool “thrédhs used:
threshold -m <propagation_model> [options] <distza>
» -m <propagation model> can be FreeSpace , TwoRayt@&ror Shadowing.
» <distance> is the distance that it is needed tedleulated for carrier sense
range or for transmission range in meters.
Next options may or may not be defined dependinghenchoosen propagation
model:
» -pt <transmit-power>
» -fr <frequency>
» -Gt < transmit antenna gain >
>

-Gr < receive antenna gain >
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» -L <system loss>
» -ht < height of the transmitter antenna >

» -hr < height of the receiver antenna >

3.9 Wired cum wireless simulation

The Network Simulator 2 can be used to run simohetimodeling many scenarios. It
can work with many applications, protocols and ancsimulate wireless, wired and
wireless-cum-wired scenarios. Wired cum wirelessusation scenarios will be explained
in this section. So far, the configuration of thedas was not so complicated, its
complexity increases a little bit when we run awdation with wireless and wired nodes
simultaneously. [21]

When a wired network is connected with a wirelesswvork, base stations are needed
to act as interfaces between the networks. Basiersdaare like gateways, they permit
packets to be exchanged between different kind®dés.

Hierarchical addresses are needed in nodes to padeets between wireless and
wired domains. It is not necessary to have diffedomains for wired and wireless
nodes; the wireless nodes will be in the same doragithe gateway which will be the
home gateway (the gateway which is the predefirmdveny for them). If these mobile
nodes change position and they go near other hdatens, mobile IP will solve the
addressing problem. The gateway has to be connedtiedhe wired nodes as well.

If the nodes have mobility in the simulation, wevédo define one gateway as the
home agent for the nodes which are predefined Hr gateway. Foreign agents are

gateways outside of the domain.

3.10Trace file structure

The result or output of running a simulation is ttaee file. The trace file is a file with
special formats which returns the information ¢fpackets that have flooded through the
network during the simulation. This information wite variable depending on the

options that are defined in the simulation Tcl.file
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Depending on which information you want to tradesre are different levels or layer
to trace, for example if we want trace the routpagkets, if we want to trace the Mac
layer packets.

There are two different trace formats: old and rteace wireless formats. In this
dissertation, old trace format is used. The newetfarmat gives more information about
the packets, but old trace format information iewggh for us.

Some different kinds of trace packet informatiom ¢ee received depending on the
used protocols. All possible trace formats willrhentioned here, but more attention will
be given the cases that we used in our studies.

It is important to differentiate between the tracfrmation of a wired node and a
wireless node. [22] First, the wired format will Biscussed.

Wired format

The wired format is very simple and it has alwagdiglds.

An example:
- 31.353348 45 0 SIP 250 ------- 01.0.57.5 0.0-0.90439
Field Pos | Field description
1% Event: r: Receive, d: Drop, +: Enqueue, -: Dequeue
2 Time of the event
3" Source node Id
4" Destination node Id
5" Packet name or type , it can be exp,Sip...dependinghich kind of traffic
6" Packet size
7" Flags
g" Flow id
on Source address, usually node.port, so last nuntoére port
10" Destination address: the destination address , Wagt number being the
port
11" Sequence number that NS gives for any event
12" Unique packet id, all the packets have an unigue |

Table 2: Wired trace format fields

49



In some protocols, additional information about estHields may be available.

However, those are special cases and will not bd irsthis dissertation.

Wireless format

In wireless trace format, the field choices havebédetermined in the simulation
script. It can be mainly of two different formatsld format and new format. The old
trace format is used in our trace files; therefare will focus on the fields which

compose the old trace file.

In this dissertation we will use only two differetyippes of data packets. They are

Exponential traffic and SIP traffic. Each line b&ldas an example of each data packet

type.

.. Exampl e of SIP and Exponential traffic trace lines...

$35.000 69 AGT --- 1103 SIP_INVITE 80 [0 0-0]%.0.23:5 0.0.0:5 32 0] [1] 0 0
s 35.0068 141 AGT --- 11035 exp 12 [0 0 0 0][%:0.78:0 1.0.96:0 32 1.0.96]
[536] 4 0

The first twelve fields contain information abodtet event, the next four contain
information about the IP protocol and the last ¢hieontain information about its
corresponding technology as Exponential traffic i traffic.

The below table briefly describes the twelve fietdstaining information about the

event. [8]
Field Pos| Field Description
1% Event: s: sent r: received f: forwarded d: drop
2 Event time
3¢ Node Id
4" Trace name (AGT for agent trace, RTR for routiragér)
50 Reason , usually the reason when a packet is dobppe
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6" Event identifier

7™ Packet type (exp, SIP, tcp....)

g" Packet size

o" Time to send data in hexadecimal

10" Destination MAC address in hexadecimal

117 Source MAC address in hexadecimal

12" Type (for example ARP, IP. Each of them has a wmtefifier)

Table 3: Wireless trace format fields.

Now we can see the next 4 fields which containnfiermation. IP information fields

begin with this field “------- " It is the 18 argument in a trace line. [8]

Field Pos| Field Description

13" Source IP address

14" Source port number , it is separated by “.” aftéretsource IP address

15" Destination IP address

16" Destination port number, it is separated by “:"taf the destination IR
address

Table 4: IP wireless trace format fields.

Now we will define last 3 fields. These fields am@mmon when the information is
from application layer events. It will be the samemany cases such as Exponential
traffic, CBR traffic, SIP traffic...etc [8]

Field Pos | Field description

17" Sequence number of the packets

18" Number of times that a packet was forwarded. Nurobbops
19th Number of optimal hops.

Table 5: Exponential wireless trace format fields.

Although there are several kinds of trace formags €PC, TORA, AODV, DSR, and
ARP we would only describe the above
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4 Design and Implementation

From this point onwards, attention is focused @tu$sing the work carried out on the
thesis, including the following approaches to achithe goals as well as explaining all
the used scripts.

This chapter focuses on the parameters used tdiffEent simulations and different
useful results. These parameters are supposedvierpéenportant to see the performance
and behavior of the Hybrid Ad Hoc Network with telP.

This chapter is structured as follows:

- In section 4.1, the simulation goals are described.

- In section 4.2, the different areas of concerrhese thesis studies are described.

- In section 4.3, all the Tcl script code to run $iraulations are explained.

- In section 4.4, post-tracing is explained; the infation extracted from the trace

files.

- In section 4.5 the performance parameters are ibed¢rhow to calculate them

having the extracted information from the tracedil

4.1 Introduction and goals

The goal of our simulations is to observe the bgltaand to determine the
performance of the Hybrid MANET working in sevedififerent situations with VolP.

A MANET scenario is set up adding several differpatameters which will create
many different simulations. The network is a hybKAANET. It is a MANET that
always has any gateway providing internet connggtiwvith an external network. The
number and positions of gateways are varied iredfit simulations.

Some Exponential traffic flows will be created ihet network modeling voice
conversations. The number of traffic flows and thetance between sources and
destinations will be varied during the simulationsgny SIP call attempt will be initiated

as well.
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4.2 Areas of concern

In this section, different areas of concern assediwvith this thesis are described. The
Tcl scripts, Perl scripts and plotted graph padsduin achieving the goal of this thesis
are analyzed.

4.2.1 Tcl Scripts:

As earlier mentioned, a Tcl script is used for pssterizing and configuring
simulations (inside which there are a lot of regmients and functionalities). Tcl scripts
contain the following code:

» Physical and protocol specifications

» Node creation and placement.

» Node communications, with traffic flows, connecsamd communications.
» Trace, event logs and visualization setups.

4.2.2 Perl Scripts:
Perl scripts are used to manage the informatiom ftbe trace files generated by
simulations. Some of the uses of the Perl scaps
1.- Extracting information from different files.
2.- Calculating certain parameters with informatextracted and organized in file(s)
after obtained from the trace files.
3.- Organizing needed information in appropriatearfat to plot the results in graphs

using a plotting program called “Gnuplot”.

4.2.3 Plotted graphs:
After having the information in the appropriaterf@t, to plot the result graphs is the
last task for obtaining the information to evalutite simulations.
The graphs are used to examine and compare thésredudifferent simulation

scenarios.

4.2.4 Main contributions

The main contributions of this thesis are listedadisws:
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| have studied deeply the routing protocols, muelepgr AODV-UU and the
session protocol SIP.

| have studied and understood the Network Simuléorto run all the
corresponding simulations to achieve the goal isfttesis.

| have designed and implemented several scenariths warying number of
gateways, number of background traffic flows, dis@ between sources and
destinations nodes of the background traffic flolivds characteristics, SIP caller
and called nodes, etc..

| have designed and solved some problems of camfiguAODV-UU in the
Network Simulator 2 and how to implement the naesct as base stations.

| have defined properly the approaches to studyp#réormance of the Hybrid
MANETs such as to define the source and destinatiodes placement, the
number of traffic flows, the gateways placemert,.et

I have written several scripts in Perl to extraltttbe needed information to
compute the performance parameters. | have implesdeseveral scripts to
organize that information to ensure the possibditomparing the results of the
simulations adding gateways or increasing the nunobdiops between source
and destinations. | have written some Perl scrggswell to organize the
performance parameters information in an appropriimrmat for use with
GnuPlot program.

I have used GnuPlot and Excel to plot several ggaghdeeply examine the
behavior of the scenarios in terms of performararampeters.

I have evaluated and interpreted the results. Sdiffieulties arose because there
are two kinds of traffic flows; the interpretati@i background traffic flows in
general was very difficult, therefore | differeriéd when evaluating the inside
background traffic flows and outgoing traffic flowmghich behave differently, so

evaluating them together is not easy or useful.
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4.3 Implementation and configuration of VoIP in Hybrid
MANETSs in NS2
This section explains in detail how to design amglement a simulation in NS. To
run a simulation, a simulation scenario has to ésigthhed and implemented. It is mainly
composed by three components:
- network topology
- traffic and agents (protocols)

- events schedule

These components are used to explain the simusatised in this thesis.

4.3.1 Network topology
The first step is creating the network simulatojeob The simulator object is

generated and it is assigned to the variable rsCoele 7.

..Creating object sinulator instance...

set ns [new Simulator]

Code 7: Creating NS object

After having created the simulator object, the tmaphy and the topology are created.

How to declare it is showed in Code 8.

..Creating topol ogy and topography objects...

# Create topography object

1# set topo [ new Topography]
# define topol ogy

2# $topo load_flatgrid 2000 2000
# create Cod

3# create-god [100]

Code 8: Creating topology and topography

How network topology and topography are createdCade 8, is explained in the
following lines:
- 1# In this line, a new topography instance calte@o” is created.
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- 2# In this line, the new topology instance calfeapo” is defined as a flat
grid. Since these simulations are run in a grid@¥k 10 wireless nodes separated by 200
meters, the flat grip is 2000 meters x 2000 meters.

- 3# This line creates a God instance. The numbwireless nodes is passed
as an argument. It is used to create a matrix dee stonnectivity information of the
topology.

Since the study is related with Hybrid MANETs withreless and wired nodes as
components and a special case of wireless nodiesl ¢ese stations acting as gateways,
they will be explained separately later. Beforeatireg any node, it is important to define
the addressing.

4.3.1.1 Addressing

After creating the topography and topology, the tneeeded configuration is
addressing. In conventional networks, addressirggtisnanually or automatically set by
protocols such DCHP.

Addressing is more complicated since a centralaesiple to manage it does not
exist.

Since there is not mobility in these thesis simaite, it was decided not to use Mobile
IP. Not using Mobile IP creates problems when tlegsegateways; the solution is to use
different addressing level for nodes. The addreslewvels are distributed as follows:

- Wired nodes are in first level. Their addressedrathe format 0.0.x.

- Wireless nodes are addressed depending on the mumbgateways that exist in
the scenarios. The first important thing is havihg gateways in the same
addressing range as the wireless nodes which gm@osed to send and receive
packets through that gateway.

- If there is one gateway, all the nodes have 1a@.»addresses. The same
address level as the gateway.

- If there are two gateways, one gateway is inxIr@nge and the other is in
2.0.x range. The scenario is divided into twovdteless nodes which work with
the first gateway (1.0.x) are addressed in the senge, and all the wireless
nodes which work with the second gateway (2.0.¢) addressed in the other

range.
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- When there are four gateways, the scenario iglelivin four groups; each
part has one gateway, so, each gateway and itssreméein the same address
range.

- Gateway 1 and its wireless nodes: 1.0.x
- Gateway 2 and its wireless nodes: 2.0.x
- Gateway 3 and its wireless nodes: 3.0.x

- Gateway 4 and its wireless nodes: 4.0.x

Alternative approaches

The alternative approach is use Mobile IP. To ussbiM IP, each wireless node has
to be attached to a gateway, which is called “Hokgent”, the other gateways are
“Foreign Agents” for this wireless node. Not usiMgbile IP was decided because there

is no mobility in our scenarios.

4.3.1.2 Fixed Nodes
The wired network is connected with the wirelessmogk through the base stations.
The network is a start topology network. The nod@®Ns connected with all the other
wired networks. As it was defined earlier, the arehical addressing of wired nodes is
0.0.x.

..Creating wired nodes...

set W(0) [$ns_ node 0.0.0]
set W(x) [$ns_ node 0.0.X]

.. Connecting wred nodes...

$ns_ duplex-link $W(0) $W(1) 5Mb 40ms DropTail

$ns_ duplex-link $W(0) $W(x) 5Mb 40ms DropTail

Code 9: Definition and connection of wired nodes
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The connections between the nodes are duplex-bnkections with 5Mb bandwidth
and 40 milliseconds of delay. The queue is Dropfilplex-link in NS means that the
procedure “duple-link* builds a bi-directional sifep-link Droptail queue implements

FIFO scheduling (First In First Out) and drop-orediow buffer management.

4.3.1.3 Wireless Nodes
In this point, only the normal mobile wireless nedee considered, that means, the
special mobile nodes which are acting as gatewajledc “base stations” would be
explained later. To use wireless nodes in a sinwrascenario the Physical layer, the

MAC layer and the mobile nodes declaration havieeteonsidered:

4.3.1.3.1 Physical Layer

As defined for this study, wireless nodes have B&lers of carrier sense range and
250 meters of transmission range. A tool (~ns/indip/propagation/threshold.cc)is
used to calculate the values (carrier sense thictsimal receive threshold). The following
values are needed to make the calculations (hae ibis shown in chapter 3).

e Transmission Rate: 24 mbps (IEEE 802.119)

* Node spacing: 200 meters

» Carrier Sense Range: 550 meters

» Transmission Range: 250 meters

» Transmission Power = 0,1W (Watts)

e Transmit and Receive Antenna Height: 1,5 meter

e SystemlLoss(L)=1

e Sensitivity = -85 dBm

After the physical parameters for the simulatiors @alculated, they are inserted in

the simulation script as follow:

.. Physical Layer Paraneters...

1# Phy/WirelessPhy set CSThresh_ 5.53241e-12
2# Phy/WirelessPhy set RXThresh_ 1.296e-10
3# Phy/WirelessPhy set bandwidth_ 24Mb

4# Phy/WirelessPhy set Pt_ 0.1

5# Phy/WirelessPhy setL_ 1.0

6# Phy/WirelessPhy set freq_ 2.4e+9
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Table 6: Code to configure the physical layer

The lines which define these options are commeinébaiv:

- 1# this is the value of carrier sense rangss; dalculated with threshold tool
for given parameters and 550 meters carrier samggerexplained in section 3.8.

- 2# this values indicates the transmission raitge;calculated with threshold
tool for given parameters and 250 meters transamssense range explained in section
3.8.

- 3 this values indicates that the physical badthwis 24 Megabits.

- 4# this value indicates the node transmissiomgp@s 0,1 Watt.

- b# this value indicates the system loss as 1.

- O# this value indicates the frequency of thevoek interface as 2.4 Ghz.

4.3.1.3.2 Mac Layer
802.11g MAC layer is used in our simulations. Tlaegmeters of MAC 802.11g are

defined in the simulation Tcl scripts.

..802.11 G Paraneters...

1# Mac/802_11 set basicRate_ 24Mb;

2#  Mac/802_11 set dataRate_ 24Mb;

3# Mac/802_11 set CWMin_ 15

4#  Mac/802_11 set CWMax_ 1023

5#  Mac/802_11 set SlotTime_ 9us

6# Mac/802_11 set CCAtime_ 3us

7#  Mac/802_11set SIFS_  16us

8# Mac/802_11 set PreambleLength_ 96
9#  Mac/802_11 set PLCPHeaderLength_ 40
10# Mac/802_11 set PLCPDataRate 6e6
11# Mac/802_11 set ShortRetryLimit_ 7
12# Mac/802_11 set LongRetryLimit_ 4

Code 10: MAC 802.11g definition

In Code 10, the 802.11g MAC layer parameters arfenekk In next lines, this
information is explained:

- 1# This code line set the bandwidth rate to bcaaticontrol messages.

- 2# This code line set the bandwidth rate to skatd messages.

- 3 This code line set the minimum contention wivdo 15.
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A#
o#
6#
T#
8#
o#

40 bits.
10#  This code line set the Physical Layer Coneeeg Protocol rate to 6 x 40

Mbps

This code line set the maximum contention windo 1023.
This code line set the slot time for backwifidow to Qs.
This code line set the CCAtime ts3

This code line set the short interframe sg&¢ES) to 16us.
This code line sets the length of the prearthi6 bits.

This code line set Physical Layer Convergdpiaeocol header length to

11# and 12# This code line set the long and skt in 7 and 4 tries.[31]

4.3.1.3.3 Mobile nodes declaration

After the MAC layer and Physical layer are definéa mobile nodes are created with

the following options.

$ns_ node-config (1#)-adhocRouting AODVUU \

.. Mobi |l e nodes decl arati on. ..

(2#)-1IType LL\
(3#)-macType Mac/802_11\

(4#)-ifqType Queue/DropTail/PriQ ueue \
(5#)-ifgLen 50 \

(6#)-antType Antenna/OmniAntenna \
(7#)-propType Propagation/TwoRay Ground \
(8#)-phyType Phy/WirelessPhy \

(9#)-channelType Channel/Wireles sChannel \

(10#)-topolnstance topo \
(11#)-wiredRouting OFF \

(12#)-agentTrace ON \
(13#)-routerTrace OFF \
(14#)-macTrace OFF

Code 11: Mobile nodes declaration

After defining all these parameters, the mobile esodre created having these

characteristics.

1#
2#

This value define which is the used routing @cot: AODVUU
This field defines the Link Layer used in NShother available value is

LL/Sat; it is used in satellite networks.

3#

This field defines the Mac Layer protocol, MAG2811 is used.
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- A# This field indicates the interface queue typéeriface priority queue type
is used.

- 5# This field defines the interface queue length.

- o# The antenna type is OmniAntena. It is the omgsible value in wireless
networks.

- TH# The propagation model used is TwoRayGroundrdhsons for choosing
this model is described in section 3.7.

- 8# In this field the Physical Layer is defined, PNirelessPhy is the only
choice for wireless networks.

- o# This field indicate the channel type, the avdda values are
Channel/WirelessChannel and Channel/Sat. Because thiesis deals with
wireless devices; Channel/WirelessChannel is used.

- 10# This field indicates the topography object. wireless simulation, the
topography (the position of the nodes), has to éfndd; this field indicates
which topography instance is for this node.

- 11# In this field, ON or OFF can be set. Only batgions or wired nodes
need wired routing. Wireless nodes need not tlasife.

- 12# In this field, ON or OFF can be set. In thisdiis simulations, it is set to
ON. The used information in this thesis is aboyiligption layer, therefore this
information is in the agent traces.

- 13# In this field, ON or OFF can be set. This fieddset to OFF, routing
information is not important or relevant in thigms.

- 14# In this field, ON or OFF can be set. This fisddet to OFF; due to MAC

layer information is not important or relevant mst thesis.

4.3.1.4 Gateway Nodes
Gateway nodes are special cases of wireless natieg as gateways between wired
and wireless networks. The characteristics andnpetexrs of these nodes are the same as
in normal wireless nodes with addition of the opsiowhich allows routing in wired

nodes and having an agent defining the behavier gateway. To allow the base station
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as gateways, AODV-UU routing agent has to be cceatal attached to it. The settings
are described below:

e rreq_gratuitous_ indicates if the gratuitous RREP flag is set in ERR
messages. If this flag is set in the messagesapipeoach is the following.
Since AODV is a reactive routing protocol, whenacal@ wants to send data, it
sends RREQ messages by broadcasts. When the testinade receives the
RREQ, it sends a RREP message via unicast to tineesmode. With this
approach, the destination never learns about thie twack to the source node.
Therefore it will have to start a route discoveryits own if it needs to
communicate with the source node. If the gratuitdley is set, the
intermediate nodes must also unicast a gratuitoR&HARto the destination
node. This enables the destination node learnta tmack to the source node.

» expanding_ring_search_determines if expanding ring search should be used
for RREQ messages.

* hello_jittering_ defines if jittering of HELLO messages has to bedi

* wait_on_reboot_determines if 15-seconds wait on reboot shoulddesl.

* log_to_file_determines if a “general” logfile has to be créate

» debug_determines if the events of the logfile shouldbated to the console.

e rt_log_interval_ determines the intervals between loggings of thetimg
table of the AODV_UU routing agent. This value pgesified in terms of

milliseconds. If the value is 0, it disables thgdmg action.
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If these values are not defined, the AODV-UU rogtagent has the following values
as default values:

Option Value Description

rreq_gratuitous 0 Off
expandin_ring_search | 1 Uses expanding ring search

hello_jittering_ 0 No Hello jittering
wait_on_reboot_ 0 No wait on reboot

debug_ 0 No general loggin to console
rt_log_interval_ 0 No routing table loggin

log_to_file_ 0 No general logging to file

Table 7: Default gateway values

..Creating base station...

#create base-station node
set BS(0) [$ns_ node 1.0.54]
set ra [ $BS(0) set ragent_]

$ra set debug_ 0
$ra set local_repair_ 0
$ra set llfeedback_ 1
$ra set hello_jittering_ 1
$ra set rreq_gratuitous_ 0
$ra set wait_on_reboot_ 0
$ra set internet_gw_mode_ 1
$ra set expanding_ring_search_ 1

Code 12: Creating base station

Gateways are the only way to connect wired and lesee networks. Since the
gateways are wireless nodes, they can easily comvigtthe wireless network but it is
different in case of wired nodes. To connect thiewgays to the wired nodes, the same
links used to connect wired nodes to one anotleused.
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.. Connecting base station with wired network...

$ns_ duplex-link $W(0) $BS(0) 5Mb 40ms DropTail

Code 13: Connecting a base station with a wiredvoek

As indicated in the above code, 5Mb bandwidth limkth 40 milliseconds and drop

tail queue are used to connect the base statithe twired network.

4.3.2 Traffic and agents
Two different applications are used in the appiaatlayer. The simulations are
basically implemented to Exponential traffic genierand SIP.
The implementation of these two different applicas in the Network Simulator 2 is
explained in details below.

4.3.2.1 Exponential Traffic

Two voice standard codes are considered to beinstik thesisiTU? G711 a-Law
and G729

The family G 7xx is standard of audio protocolshmtarying specifications. G 711
and G 729 are standard voice codecs.

G711 generates 160 bytes of payload per 20ms withioy compression and G729
generates 20 bytes of compressed audio data pes.20f@ can assume that VolP
conversations are established over real-time thsprotocol (RTP), which uses
UDP/IP between RTP and link layer protocols. Thedvadth and payload in each layer
is shown in Table 8. With header compression, RTPRYIP header size can be reduced

to 2-3 bytes, but this is not considered in oundations.

2TU (International Telecommunication Union) is tleading publisher of telecommunication technology,
regulatory and standards information.
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Voice Codec G711 G729
Bandwidth (media layer) 64Kbps 8Kbps
Packet inter-arrival time 20ms 20ms

Voice packet length 160bytes 20bytes
RTP layer overhead 12bytes 12bytes
RTP layer packet size 172 bytes 32 bytes
RTP layer bandwidth 68,8 kbps 12,8 kbps
UDP layer overhead 8hytes 8bytes
UDP layer packet size 180 bytes 40 bytes
UDP layer bandwidth 72 kbps 16 kbps
IPv4 layer overhead 20 bytes 20 bytes

IPv4 packet size 200 bytes 60 bytes
IPv4 layer bandwidth 80 kbps 24 kbps
MAC layer overhead 36bytes 36bytes
PHY layer overhead 24bytes 24bytes

Table 8: G711 and G729 standard specifications

G729 is the chosen standard for our simulations. dimulation purposes we are
modelling a bi-directional VolP conversation as arkbv process with idle and burst
time representing the voice activity in the conaéics according to [28].

As stated, assuming each voice source as an owlarov process, the alternating
active (on’) and silence (‘off) periods are expmorially distributed with average
durations of 350ms (‘on’) and 650ms (‘off’). Theved, we consider an average talk spurt

of 35.0% and average silence period of 65.0% a®mewended by the ITUST

® The ITU Telecommunication Standarization SectorTUAT) coordinates standards for
telecommunications on behalf of the ITU(Internaibhelecommunication Union)
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specification for conversational speech. We asstina¢ the voice source generates
Exponential traffic of 80 Kbps (at IP-layer) wheam’, and 0 Kbps when ’off’.[28]

To modulate phone calls between two end nodesiictribws with determined
characteristics are created. In a first step, tidPlagents are attached to the source node
and the destination nodes are defined. The iddrgiogess in the opposite way is done

as well; due to a bidirectional traffic is neededimulate the phone calls.

...defining UDP agents...

set src [new Agent/UDP]

set sink [new Agent/Null]

$ns_ attach-agent $sender($i) $src
$ns_ attach-agent $receiver($i) $sink
$ns_ connect $src $sink

set srcl [new Agent/UDP]

set sink1 [new Agent/Null]

$ns_ attach-agent $receiver($i) $srcl
$ns_ attach-agent $sender($i) $sinkl
$ns_ connect $srcl $sinkl

Code 14: UDP agents definition

In the first five code lines, two agents called UB® Null are created. In the second
four lines, the agents are created in the oppestgto obtain bidirectional traffic. Both
agents are connected to send and received the Extalrtraffic.

The second step is creating the Exponential tratfibe sent between source and
destination. Two pieces of code are implementede @er each unidirectional

Exponential traffic.
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...defining Exponential traffic...

set e [new Application/Traffic/Exponential]
$e attach-agent $src

$e set packetSize 32

$e set burst_time_ 350ms

$e set idle_time_ 650ms

$e set rate_ 12.8k

set el [new Application/Traffic/Exponential]
$el attach-agent $srcl
$el set packetSize_ 32
$el set burst_time_ 350ms
$el setidle_time_ 650ms
$el setrate_ 12.8k

Code 15: Exponential traffic definition

Since two agents in the source and two in destinafire created due to the
bidirectional traffic flow, two Exponential traffitows are created, one in each end point
of the connection.

In Exponential traffic flows, the characteristicge:a

- 32 bytes of packet size,

- 350 milliseconds of burst time, expected time segdiata

- 650 milliseconds of idle time , expected time witheending data

- 12.8Kbits/s of data rate generation

4.3.2.2 Session Initiation Protocol
Some entities and traffic agents are needed irsithalation code in order to run the
simulation with SIP technology. The SIP proxy, SiRers and SIP agents are

implemented.
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The first and indispensable step is to create ap&Ry server which is located in the
central node in the wired network (W(0) node).

...defining SIP Proxy server...
#Proxy server
1#  $W(0) label "proxy.atlanta.com"
2#  set serveraddrATL [$W(0) node-addr]
3# set sipATL [new Agent/SIPProxy atlanta.c om]
4#  $W(0) attach $sipATL 5

Code 16: SIP proxy definition

As in the code above, a SIP Agent is created irStReproxy, which manages all the
SIP messages. The SIP proxy server definition péagmxed below:

- 1# This line makes node W(0) call “proxy.atlantem”

- 2# This code line set the variable “serveraddrATa have node W(0)'s
address.

- 3# This line creates a SIP proxy agent “atlaota.t

- 4# Finally, in this line, SIP proxy agent is atiad to node W(0) with port
number 5.

As important as creating a SIP Proxy, is creatimg $IP users which are the nodes

that send and accept the SIP invitations.

...defining SIP users...

#SIP user caller

1#  $caller label "alice@atlanta.com”

2#  set sipalicel [new Agent/SIPUA alicel at lanta.com]
3#  S$caller attach $sipalicel 5

#SIP user invited

4#  S$invited label "bob@atlanta.com"”

5# setsipbobl [new Agent/SIPUA bob1l atlant a.com]
6# Sinvited attach $sipbobl 5

Code 17: SIP users definition

The SIP user definition is explained in next lines:

- 1# Caller node is labeled witlice@atlanta.com

- 2# This line creates a SIP user agent calle@hlic

- 3t This line attaches the SIP user agent to tRec8ller node in port number
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- A# Caller node is labeled widob@atlanta.com

- b# This line creates a SIP user agent called bobl

- 6# This line attaches the SIP user agent to tRec&ller node in port number

The only step remaining is to initiate the compdadn make an invitation call. This

is done by setting the SIP proxy for each SIP user.

...setting SIP users to the proxy...

#set SIP users in the SIP proxy
$sipalicel set-proxy $serveraddrATL

Code 18: set SIP user to the proxy

The two lines in Code 18 set the proxy to the StBes. This is done by setting the
SIP proxy address to the SIP user agent.
The SIP user agent “sipalicel” is set to the Stxpraddress “serveraddrATL”.

4.3.3 Events schedule
After defining all the needed elements to run tineutations, the next step is to define
the events schedule, for example, which kind ohevare chosen to run and when.

For Exponential traffic flows an example is givenGode 19.

...Schedul e events for the Exponential agents...

$ns_ at 5.0 "$e start"
$ns_ at 5.0 "$el start"

$ns_ at 185 "$e stop"”
$ns_ at 185 "$el stop”

Code 19: Schedule for Exponential traffic

As was defined earlier, the Exponential agents“@teand “el”. In the four lines in

Code 19, at second 5 the Exponential traffic igetband stopped at second 185.

For SIP events to use this protocol, the eventdideeas a little bit more complex due
to the actions needed for having the invitationnévEigure 8 shows the action needed by

69



a SIP user in order to make an invitation call. shewn in Figure 8, SIP users have to
register, and then the SIP caller user sends atafion request. And finally, to end the
call, both SIP users involved in the event senglearbquest.

SIP
Proxy

SIP SIP
caller callee

Send register request

> Send register request

A

fnvfroﬁon 'equest

; .
T W
Accep’ronce (200 ok)
Acceptor\ce (200 ok

Send Bye Request ple Send Bye Request

P

Figure 8: SIP invitation event tasks

The first step is that the SIP users register &SH proxy, see Code 20.

...SIP users registering in the proxy...

$ns_ at 1 "$sipbob1l register”
$ns_ at 1 "$sipalicel register"

Code 20: Register SIP users

At second 1, the users “sipbobl” and "sipaliceldister in the proxy server. When
they are both registered, any of them can stalPartvitation, see Code 21.

...SIP user sends an invitation...

$ns_ at 20 "$sipalicel invite bob1 atlanta.com bw 32kb 64kb"

Code 21: SIP user sends an invitation
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At second 20, the SIP user “sipalicel” sends aitdation to “bob1”. The line means
that SIP user “sipalicel” invite SIP user “bob1’it® proxy “Atlanta.com”.
To finish the SIP session, any of both parts efgassion has to send a bye request to

finish the session, see Code 22.

...SIP user sends bye request...

$ns_ at 70 "$sipbobl bye"

Code 22: SIP user sends a bye request

In this case, at second 70, the SIP user “sipbalehtls a bye request to finish the

session.

4.4 Post-tracing

In Chapter 3, how NS-2 prints out the trace in tifage files is explained. The post-
tracing function extracts all the desired inforroatifrom the trace files. The possible
trace formats have also been shown in the samdeashdipwas also mentioned that the
PERL language is used to obtain needed informaffom these trace files. The
performance parameters are then calculated ussgntormation.

How to obtain the required information is descritheste. Three kinds of Perl scripts
are created. They are used to:

- Obtain all the needed information such as Expoatptickets delay, SIP calls

setup delay, SIP hops and dropped packets witlomsas

- Calculate all the performance parameters withhalavailable information.

- Organize the performance data parameters in diffdiles prepared to plot with

GnuPlot program.

The information that is extracted from the tratesfis:

- Exponential Packet Delay

- SIP call set up delay

- SIP number of hops

- Dropped packets and their dropping reasons.
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With this information, all the performance parame&tean be calculated. How the

values are obtained is explained in the followiagt®ns.

4.4.1 Exponential packet delay

The delay in exponential packets is the time irgebetween when the packet was
sent and the packet was received. All the pacKalyd@are added and divided by the total
received packets. The structure of a trace filshiswn in section 3.9. An example of a
trace file with exponential traffic illustrating toto obtain the time delay of an
exponential packet is shown in Table 9.

The first line indicates that the packet 5745 (@chket id’'s field) is sent (s in event's
field). The second one indicates that the samegig®45) is received (r in the event’s

field). With a subtraction between the times, theket delay is obtained.

..Traces file lines with exponential traffic...

s13. 558179541 64 AGT --5745exp32[000 0] - [1.0.18: 01.0.39:0320][234]00

r13. 961480874 _85_AGT --- 5745 exp 12 [cf 28 1e 800] ----- [1. 0.18:0 1.0.39:0 32 1.0.39] [234] 3

Table 9: Examples of trace file lines to extragh@xential packets delay

In this example we can see both lines, when th&gtas sent and when the packet is

received. With a single subtraction between thesinthe packet time delay is obtained.

4.4.2 SIP calls set up delay
The call set up delay is the interval time betwedn the node send an invitation to
the proxy and when the node receives and accepiaessage from the proxy.

In this trace lines in Table 10, the two lines shHow to obtain the time delay.

.. Traces file lines with exponential traffic...

s 20.000000000 _91_ AGT -- 7916 SIP_INVITE 800 [0 0 (o) [— [1.0.45:5 0.0.0:5 32 0] [1]0 0

r22.139143842 91 AGT --- 8533 SIP_200 530 [cf 2e 37 800] --- [0.0.0:5 1.0.45:5 31 1.0.45] [1] 2 0

Table 10: Examples of trace file lines to extra® &all setup delay
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Similar to the last example; with a single subimtbetween the times, the call set up
delay is obtained. In the first line, the node _%ends (s in the event field) a
SIP_INVITE at time 20.0000. Knowing if the SIP_INME was sent by the caller is easy
due to fact that the size of the packet is 800 whdn the SIP_INVITE is sent by the
proxy to the called party, the size of the SIP_INKIpacket is 780 because it is
decapsulated in the gateway. When the packet @psaotated,it goes from the source to
the gateway the size is 20 bytes bigger, when #ukqi goes from the gateway to the
destination, it is 20 bytes smaller.

After having this line, the line of receiving thecaptance of the session is expected in
the trace file. The packet has to be a receivettgidc in the event’s field received) by
the same node which sends the invitation. If théendoes not receive such acceptance, it
means that the call is not accepted. If the pasketceived, the time of the invitation sent

has to be subtracted to the time of the receivedmance. This is the call setup delay.

4.4.3 SIP hops number

In the SIP call invitations, until the call is dslished, messages are exchanged
between the nodes and the proxies. The numberps t@n be obtained using any of the
SIP messages. Obtaining it with the last two acce messages (first one sent
accepting invitation from called to SIP proxy amtend one sent from SIP proxy to the
caller) was decided on. The reason for the decisitimat, if the call is not established the
last two acceptance messages would not exist. Hémeesrror of obtaining the number
of hops for an unsuccessful call attempt is avaided

.. Traces file lines with exponential traffic...

1#71118.367 _76_ AGT -- 3101 SIP_200 530 [cf 1f 20 80] --- [0.0.0:5 1.0.30:5 31 1.0.30] [1] 6 0
2#199.28497 47 AGT --- 2680 SIP_ACK 280 [cf 2 ¢ 800] --- [0.0.0:5 1.0.1:5 31 1.0.1] [1] 10 0

Code 23: Trace file line to get number of hops

In Code 23 two examples of lines can be seen tahgehumber of hops from a SIP
users to a SIP proxy.

Line (1#) indicates that the node _76_ receives {ne event field) a 200_ok message
which is the acceptance sent by the proxy in betfdaifie called node. In the forwarding

field there is a 6 , this is the number of hop®etveen the proxy and the node. To look
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for this information, paying attention in the patksze, because SIP exchanging
messages uses more times the 200_ok for acceptaumceshen the acceptance is for a
call setup the size is 530.

Line (2#) indicates that node _47_ receives th@mawskedgement when the SIP proxy
receives the invitation from SIP caller node.

When the trace line contains “SIP_200" or “SIP_ACKhey are used to get the
number of hops between SIP users and SIP proxiindr(1#) number 6 is the number of
hops.

When the lines indicate that a SIP user node rese& “SIP_ACK” message, the
number of hops between SIP called user and gat@aaybe extracted. In line (2#),
number 10 is the number of hops.

Finally, the total number of hops between SIP cadled called nodes has to be
divided by two, because each invitation event isvben SIP caller and called users and

the number of hops between SIP user and gateway.

4.4.4 Dropped packet and reasons
The percentage of dropped packets in each simalatith be counted. All the trace
lines which start by “D” are due to dropped messadeis not the only measured
information about how many the dropped packets\&iteich reason is behind a dropped
packect will make difference to compare the peagabf all the reasons.
The reasons and the trace file information is dlesdrnext. The line in Code 24 is a

trace file line of a dropped packet.

..Traces file lines with exponential traffic...

D 176.655752283 _47_RTR CBK 46009 exp 32 [cf ¢ 2 800] --- [1.0.1:0 1.0.10:0 32 1.0.11] [3110] 00

Code 24: Trace file line of dropped packet.

The word “CBK” indicates the reason of this droppeéssage. It was at second
176.65 in the router layer (RTR), exponential pa¢kep) dropped by node _47 _and the
packet was sent by node with 1.0.1 as hierarcladdress to the node with 1.0.11 as
hierarchical address. The possible reasons thatatiet was dropped:

- CBK code: the packet is dropped in MAC layer
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- IFQ code: indicates that the packet is dropped usghere is not enough space
in the buffer queue.

- ARP code: indicates that the packet is dropped RPA(address resolution
protocol).

- NRTE code: indicates that the packet is droppedourting layer due to not
available route.

- LOOP code: packet dropped in routing layer duetaing loop.

- TOUT code: packet dropped in routing layer duartetpacket expired.

All these reasons will be grouped in three groupes th the reason character.
1% group: Dropped packets due to MAC layer (CBK code)
2" group: Dropped packets due to congestion in tieeiglFQ and ARP codes).
39 group: Dropped packets due to routing layer resqdRTE, LOOP, TTL,
TOUT codes)

4.5 Performance Parameters and scalability

To understand the simulation results that we obtimportant. Varying the number
of gateways, the number of hops and the numberodafevtraffic flows, there many
different simulations.

The basic scenarios are 1 gateway scenario, 2 ggtewmenario and 4 gateway
scenario. Each scenario has 6 different numbensé between sources and destinations
in simulations (2 hops, 3 hops, 4 hops, 5 hopg&and 7 hops).

And each one has 6 different number of backgrouatftia flows (4 flows, 8 flows, 12
flows, 16 flows, 24 flows, 32 flows). Therefore thenulations are already 108 (3 x 6 x
6), and each simulation will be repeated 5 timek different SIP call participants.

All these simulations generate a lot of informatidtiowever, this is too much
information to evaluate manually how the networkf@enance in the different situations
is.

Some important parameters (performance parametees)defined to see the most
important and relevant information about the nekwdrehavior. The parameters

calculated are discussed in the following sections:
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4.5.1 Background traffic
A number of performance parameters are obtaineth ftbe background traffic

(exponential). These will be discussed in the feilg sections.

4.5.1.1 Average delay
The average delay is calculated by taking all tih@ sf all time differences between
packets received and packets sent. The total 8rdevided by the number of packets that

we measured the time for.

4.5.1.2 Maximum delay
This is the maximum delay time that an exponempizaket takes when it is sent by the

sender until it is received by the receiver. ktagculated for each simulation.

4.5.1.3 Minimum delay
This is the minimum time delay that an exponergadket takes when it is sent by the

sender until it is received by the receiver. ltadculated for each simulation.

4.5.1.4 Packet loss rate
This is calculated as:

PacketLosRate= NumberOfPaketsSent NumberOfPaketReceived 3)

NumberOfPaketsSent

Sent packets and received packets are calculateitbpe and then, an average of all

the flows in the same simulation is calculated.

4.5.1.5 95 percentile of delay
To have accurate results we take into consideratier®5% confidence interval in the
simulation. The standard errd8tErr) can be used to calculate confidence intervals for
the true population mean. For a 95% 2-sided conéidenterval, the Upper Confidence
Limit (UCL) and Lower Confidence Limit (LCL) are lcailated as:

95% = Mean+ 196x StErr = X + 196—— (4)
n

Ql

where
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StE(T = Standard_Dewatlon: 'S (5)

Jn Jn

is the standard error and

.

is the standard deviation.

EDNCEOk ©)

Where Standard Deviatios)(can be calculated as:
The standard seviatios)(of a discrete uniform random variable X can blewdated

as follows:

1 - For each value Xcalculate the differenceX, — X between X and the average

value X

2 - Calculate the squares of these differences.

3 - Find the average of the squared differences. qimantity is the variance

4 - Take the square root of the variance.

At the end you have the standard deviat®rti{at can be applied to the equation 5 to
obtain the 95% confidence interval (UCL and LCL).

4.5.2 SIP invitation calls
In this section, the performance parameters olddfien SIP flows are explained.

4.5.2.1 Call set up Delay Average
The call set up delay is the time elapsed sinceStRecaller node sends an invitation
until the same node receives the acceptance mesEageaverage is calculated with all
the call setup times of the same simulation. Fangde, one simulation setup is 1

gateway, 2 hops, 4 flows, 5 repetitions in whickréhare 100 call invitations in total.

4.5.2.2 Minimum set up delay
This is the minimum value of all call setup delégien from all SIP call invitations of

each simulation.
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4.5.2.3 Maximum set up delay
This is the maximum value of all call set up deltgleen from all SIP call invitations
of each simulation.

4.5.2.4 95 percentile of the call set up delays
It is calculated in the same way as is in the 9% gmdile for background traffic, with
all the SIP call times set up instead.

4.5.2.5 Block call probability
The call block probability is calculated as:

TotalCalls— AcceptedCls
TotalCalls

CallBlockP= (7)

TotalCalls and AcceptedCalls are taken per simaafl here are 5 repetitions of each
simulation. Each repetition consists of 20 calls,tsese call block probabilities are
calculated from the 5 repetitions, i.e. 100 SiRscal

It has to be commented that the block call proltgh# divided into more than one
parameter. Due to the mentioned recommended caip gemes by ITU-F [29] , call
block probability can be defined as the calls whigh out of different times, the first
group indicate how many calls are established gtteme, the second group indicates
how many calls are established within the first s@gonds and so on within five and ten
seconds.

- Calls block probability for all the accepted sall

- Calls block probability for calls accepted wittrseconds.

- Calls block probability for calls accepted wittdrseconds.

- Calls block probability for calls accepted witHifh seconds.

There is an important reason for calculating theldack probability at any time. But
when the call is not accepted it is due to a drdpmessage fact. When the call block
probability at any time is high, the call block pability within a determinate time is

already high because there are a lot of calls wiwvilmot be accepted anymore.
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4.5.2.6 Number of hops average
This is the average of the number of hops in the 3P calls in the 5 repetitions of
one simulation. All SIP calls are between two nodesde the MANET, but the SIP
invitation messages go to a SIP proxy outside teNHT through the gateways. The
number of hops is calculated in the last invitatimessage, which is the acceptance
message (SIP 200 OK), and the number of hops aentimber of hops which this
message goes from the called party to the gatewdynamber of hops between the

gateway and the caller party.

4.5.2.7 Calls pertime
One graph per each simulation will be created \hth times when the sip calls are
accepted. That means, the graphic will containpax@ameters. The first show how many
calls are accepted in each second, and the se@atheter shows how many calls are

accepted until each second.

4.5.2.8 SIP invitation attempts

SIP invitation attempts mean how many invitationseages the caller nodes send.
There are two reasons of why one node sends maneotte invitation message. The first
is that the SIP caller user does not get the “I9dd” message. When the caller node
sends the first invitation message, it waits 0.8oeds for the “100 trying” message
which comes from the SIP proxy. If “100 trying” nsagie does not arrive, the node will
resend the invitation, the second time, it will imlie same time plus the double of the
time, so 1.5 seconds and so on.

The second reason is because of dropped messages.ihvitation message or the
“100 trying” message is dropped, the SIP callerr usmle will resend the invitation
message as it does when the first reason happens.

The calculation of this performance parameter halldivided in two steps. In the first
step the number of invitation messages in totatecaller users send is calculated and
in the second step the number of resent invitatr@ssages is calculated because of

dropped messages and because of the delay reason.
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4.5.3 Scalability of VoIP call setup and delay limits prgposed

After analyzing the simulations we will have thasuks. As important as to have the
results, it is to know the important informationlte compared with other simulations.

What are good results? How do we know if they ared§ For these questions, there
is not an official answer telling which the limadse.

After reading some papers, some proposals or reemdations can be used to have
an idea about what are good or bad results. In tase, the ITU-F gives a
recommendation called E.721; these recommendatigmeviously as CCITT
recommendation) give different time values depegdin some parameters.

In Table 11 these recommendation time values a@shin one hand, there are three
different scalability networks and in the other ahe network can be considered as low
load network or high load network.

There are three end-to-end network connections:

- Local connection 1-4 nodes.

- Toll connection 5-7 nodes.

- International connection 8-10 nodes.

Delay (post-selection) is defined as the interualet from the first bit of the initial
setup message until the first message indicatisygodition received by the calling party.

Probability of end-to-end blocking is defined as tprobability that any call is
unsuccessful.

Note that low and high network load may be geogesily distributed and the
international connection is assumed to be withsatellite link in the end user. [29]

Event Network Low load High load
Delay Local connection 3 sec 4,5 sec
(post-selection Toll connection 5 sec 7,5 sec
delay) International 8 sec 12 sec
Probability Local connection 2% 3%
of end-to-end Toll connection 3% 4,5 %
blocking International 5 % 7,5 %

Table 11: E-721 ITU Recommendations [29]
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5 Evaluation of simulations

In this chapter, we describe details of severaluktion scenarios and the obtained
results how are calculated from the simulationyelt

The first part describes the simulation scenatas$ have been used. The second part
describes the several different traffic scenarresited during the simulations.

The third part presents the performance resultsidd througth post processing
analysis of simulation results. It describes thal@ation of session call establishement
and voice quality analysis.

5.1 Simulation Scenarios

All the simulations were run using static scenartbgery scenario is composed by one
hundred mobile nodes and forty two wired nodes. uobile nodes are static and are
arranged in the following structure:

- The nodes form a grid of 10 x 10 and are sepataye2D0 meters. Thus the grid

is 2000 meters by 2000 meters.

- Although, the one hundred mobile nodes are alwaythé same place, three

different simulation scenarios were created depgndn how many mobile nodes
are acting as gateway. One, two and four are tihebeu of mobile nodes which

can act as gateways. This is illustrated in Fidre, b and c respectively.
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Figure 9:Basic Scenario
In Figure 9, the green circles are the wirelessesaahd the blue ones are the wired
nodes. All the lines are the wired connections ketwwired nodes (as showed in the last
chapter, 5 Mb wired connections with 40 millisecswmilay).
Figure 10 shows the three different scenarios d#ipgnon the number of wireless
nodes acting as gateways which are depicted irdo¢sl Figure a, b and c depicts one,
two and four gateways scenarios.

(a) (b) (c)

Figure 10: Scenarios with 1 (a), 2 (b) and 4 (cjeysays
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5.2 Traffic Scenario

As stated earlier, in the application layer there &wo types of events in the
simulations. On one hand, different traffic flowodeling phone calls are running in a
full time during all the simulations and these aafled background traffic calls. On the
other hand, a determinate number of SIP userstgstablish SIP sessions at different

times. Both cases are explained further below.

5.2.1 Background Traffic Scenario

In this scenario, background traffic is runningidgrthe simulations. Why is called
background traffic? In these simulations, SIP mwitn calls are the most important
aspect. However in every simulation there are serponential traffic flows modeling
phone calls (VolP traffic) called background traffiecause it is running in background
during the whole simulation.

For each simulation there are different numbers batkground traffic flows
representing different network load; these backgdotraffic flows are differentiated
depending on the number of hops between sourcalestthation. The simulations are
classified depending on the number of traffic flowke traffic flows are always divided
in two groups (75% of them are inside the MANET @36 of them goes to outside the
MANET) .They are callednside andoutgoing traffic flows respectively. There are six
different number of traffic flows:

- Four background traffic flows:

= Three between wireless nodes

* One between one wireless node and one wired one.
- Eight background traffic flows:

= Six between wireless nodes

= Two between wireless nodes and wired nodes
- Twelve background traffic flows:

= Nine between wireless nodes

= Three between wireless nodes and wired nodes.
- Sixteen background traffic flows:

= Twelve between wireless nodes

= Four between wireless nodes and wired nodes
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- Twenty four background traffic flows:

» Eighteen between wireless nodes

» Six between wireless nodes and wired nodes
- Thirty two background traffic flows:

» Twenty four between wireless nodes

» Six between wireless nodes and wired nodes

Note that all nodes are chosen randomly; the soanck destination nodes for all
exponential traffic flows are attached in the agpemm section B.1.4. One of the aims of
our approach is that 25% of the exponential tratbievs are between nodes inside the
network and nodes outside the network, and the @5%xponential traffic flows are
inside the network.

As defined in our approach, each simulation is atguk for the following values of
number of hops in the background traffic:

2 hops, 3 hops, 4 hops, 5 hops, 6hops and 7 hops

The number of hops is between the source node estthdtion node when the traffic
is inside the Ad Hoc Network. However it is betwdbe source node and the gateway
when the traffic is between a wireless node andr@dwnode.

Note that the source and destination nodes inithelation scenarios are defined with
one gateway in terms of number of hops. And afteswiatwo and four gateways
simulations are added maintaining the same sourdedastinations background traffic
flows. Therefore the number of hops between therceoand the gateways can be

different when there are more gateways.

5.2.2 SIP calls traffic scenario

The SIP call traffic scenario is the most importpatt of the simulations. Since the
goal of the dissertation is to determine the bedraand the performance of VoIP in
hybrid MANETS in different traffic scenarios, théPScalls scenario will be critical in
determining our results.

During the simulation we adopt the premise thabdencan not participate in more
than one voice conversation.

In order to have a good average, it was decidetdhéndang 100 SIP invitation calls is

a good number to have accurate results in ordsed¢ocand study SIP calls behavior. For
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this approach, 200 nodes are needed (100 calléiepand 100 called parties). Five
groups of 40 nodes (20 callers and 20 callees)defmed randomly. The nodes are
attached in appendix section B.1.3.

To make a more realistic situation, typically itnet common that 20 nodes in a 100
nodes network want to perform a SIP session simedtasly. Thus since the second 20
until the second 115, each 5 seconds, one of tbaker nodes will start a SIP call
attempt, according to Figure 11.

Figure 11 shows graphically the SIP time schedahg in each simulation, the SIP
event schedule is as follows:

- Second 1: the SIP caller party nodes start a exgistjuest in the proxy.

- Second 1.1: the SIP called nodes start a registerest in the proxy.

- Second 20: the first caller node start a SIP dédingpt, and every five seconds

another attempt is started until the last one &tseconds.

- Second 170: all nodes start a Bye event to firhghsession.

Second 1 : SIP callers send register request Second 170 : all SIP users send bye request
| second 1.1 5IP called nodes send register
Second 20 : 1rst SIP caller sends invitation
Second 25 : 2nd SIP caller sends invitation
Second 30 : 3rd SIP caller sends invitation
Second 35 : 4th SIP caller sends invitation

Second 40 ; 5th SIP caller sends invitation

‘ Second 115 : Last SIP cdller sends invitation
Every 5 seconds, one node sends invitation

0 sec
Time schedule (in seconds) 180 sec

Figure 11: SIP time schedule

* To obtain 100 SIP attemps, the scenario with B0 &tempts is simulated 5 times

using different seeds. In some cases a node cam lemd-part of a background traffic
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flow and an end-part of a SIP call as well. It & possible to avoid because, the network
have 100 nodes, which are already used for SIPtewdeming the 5 repetitions. Therefore

many nodes will be overlap with background trafficd SIP call events.

5.3 Simulation Evaluation

Chapter 4 describes the design and implementaiioolation scenarios. How to
extract the needed information from the trace filesl calculate the performance
parameters is defined in 4.4 (Post-tracing) and @Brformance Parameters and
Scalability).

In next points, the evaluation of all this inforneat is described and commented. To
evaluate the performance of voice calls in hybridMETs, two different aspects of
results can be located at separately. The first (seetion 5.3.1) evaluates the
performance parameters of Session Call Establishmidé® second one (section 5.3.2)
evaluates the performance parameters of Voice Quatid Voice Capacity in all the

possible scenarios (described in 5.1 and 5.2).

5.3.1 Evaluation of Session Call Establishment
All the relevant performance parameters relateti s&ssion initiation are commented
in this part. They are all calculated from the ¢réites such as SIP call setup delay times,

number of hops in SIP established calls and nurob8tP attempts per simulation.

5.3.1.1 Time Call Setup
The average of SIP accepted call setup delays deypeon the number of flows and
on the number of gateways in each simulation sezaae shown in the next graphs. The
most important thing is to check what the call pafelays are depending on the number
of gateways involved in the scenario.
Figure 12 and Figure 13 show the call setup deday fhops and 7 hops respectively;

in each case the values when having 1, 2 and dvggsein the scenario are compared.
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Figure 12 Call Setup Delay 2hops

Figure 12 shows how the SIP call setup delay irsggavith increase in the number of

background voice calls. As shown on Figure 12,ciesetup delay is the highest in the

one gateway scenario. Also, the call setup delag fgateways simulations is higher than

for that of 4 gateways scenario. Some reasons#méxplain these results are:

The first reason is that when all the SIP invitaticalls go to the SIP proxy
throughout the same gateway they cause congestidnei gateway and in the
nodes around it. However, when there are more gat®ewhe SIP invitation calls
go to the proxy through two or four gateways in sunulations. This reduces the
congestion in the gateways. The same number ofp&tRets which go through
one gateway in one gateway scenarios, go throughatvd four gateways when
the scenarios have two and four gateways. Therefmaeh gateway supports
fewer packets when there are more gateways.

Because 25 % of background traffic goes out the MANthese flows must pass
through the gateways. Hence there is on average mork per gateway when
less number of gateways is used or the numberaigoaund flows increase, this
is another reason of why the SIP call setup detayigher for one gateway

simulations.
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- When the background flows increase, the differerareeng 1,2 and 4 gateways
simulations are more significant, this is becausemwthere are 4 background
flows, only 1 goes outside the MANET, however whieere are 32 traffic flows,
8 of them go outside, this make the congestiontdugackground flows higher
and higher when the background traffic flows areeno

Figure 13 shows the same result of Figure 12. Thegestion generated by

background voice calls matchs in relation to thenber of flows involved in the
background voice calls. The behaviour is the samleoth pictures; however when the
background calls are between nodes separated ley $@ps, the delay is higher than
when separated by two hops.

Which the maximum and minimum 95 percentile intés\are to have more accurate

results on the SIP call setup delays are depictddgure 12 and Figure 13 with vertical

lines.
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Figure 13: Call Setup Delay 7hops

Figure 14 shows the difference among the delayslifterent simulations depending
on the distance (in hops) between source and d#stinin the background traffic flows.
When the distance is bigger, the congestion om#éteork is higher and it can be seen
from Figure 14 that the call setup delay is thenbgj for 7 hops simulations. The second
higher simulation is 6 hops simulations followed%®¥#0ps simulations and so on until 2

hops simulations.
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Figure 14: Call Setup Delay 1 gateway

Another point of view is seeing when the SIP calle accepted in the different
simulation scenarios. Figure 15 and Figure 16 siwnen the SIP calls are established in
the scenario with 2 hops and 4 background flowsukition and in 5 hops and 24
background flows simulation respectively. These tgraphs show the percentage of SIP
calls accepted every 100 milliseconds. The diffetenes depending on the number of
gateways in each simulation is shown in each gr&pdure 15 shows the number of
accepted calls every 100 milliseconds in the sitrarawith 2 hops background voice
calls and 4 background voice calls. Theoreticathis is the best case for the results,

because 2 hops and 4 background flows are the p#gesrthat causes less congestion.
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Figure 15:Accepted calls until time for 2 hopdeis simulation

Figure 15 shows that 90 percent of calls are dastadad within 1.7 seconds when there
are 4 gateways, however, when the network has atewvgy, it takes 4.5 seconds to
establish 90 percent of calls.

Figure 16 shows the behavior of calls with 5 hopgd 24 background voice calls. As
shown in the figure no calls are established infits¢ 2.5 seconds for the one gateway
scenario. When there are 4 gateways, around 90 éallsf are established in around 5
seconds. However when there are 2 gateways, 90 éalisf are established around 33
seconds. The worst case is when there is only atesgy, in this case 90 % of calls are

established in 43 seconds.
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5.3.1.2 . Call Block Probability

Call Block Probability is the probability of unswessful invitation calls which are not
established either at anytime or within 2, 5 orsgé@onds. In order to interconnect hybrid
MANET with other network technologies (ISDN, GSMg¢e.). ITU recommends in [29]
values for voice call completion of interconnectiwith ISDN is desired. To attend this
recommendation, analysis of call block blockinghaoility within 2, 5 and 10 seconds
are performed in this section.

Originally the goal of this analysis was to caltelthe call block probability within a
determinate time. One factor that affects this matar is the delay, however after
studying several SIP calls behavior, it was discedethat some calls are never
established. The reason why there are calls whreh n@ver established is due to
problems that are not related to the delay. Thdlprmo that causes non-completion of
calls is the SIP message drop. One example is Wigeacceptance call message (200 ok
messages) is dropped where the call is never esdtatl

The call block probability values represents twibedent SIP call behaviour:

- The calls which are not accepted: these calls evermrestablished caused because

of two possible reasons:
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o Due to the delay of receiving the “100 trying” mags, explained in

section 4.5.2.8), the caller node send re-invitetiafter the waiting time. If

another “100 trying” us bit received in 32 seconttl& session is expired

implying in no call completion.

Due to a “200 ok” message is dropped. When the @00rom the called

node to the proxy is dropped, there is no more cbsto establish the call.

When the called node send an acceptance with “ROthessage,it goes to

the busy state and any node can not try to inwitedgain,

- The calls which are not accepted within a conctiete: in this dissertation, three

different times are defined to calculate the cétick probability (2, 5 and 10

seconds). This call block probability in this casejicates the number of calls

which are not established within such times.

Table 12 contains the information of the call blqmobability at any time for all

simulations. In this table results, no restrictartime (2, 5 and 10 seconds) are applied,

and these results are used to calculate what iarttent of blocking probability which

are related to dropped message

N° Gateways |background 2 hops 3 hops 4 hops 5 hops 6 hops 7 hops
1 4 0.04 0.05 0.1 0.07 0.04 0.04
8 0.01 0.02 0.14 0.08 0.07 0.13
12 0.11 0.14 0.19 0.12 0.31 0.14
16 0.12 0.24 0.13 0.11 0.31 0.42
24 0.14 0.23 0.34 0.51 0.65 0.73
32 0.29 0.38 0.42 0.83 0.89 0.95
2 4 0.01 0.04 0.03 0.06 0.07 0.01
8 0.06 0.06 0.04 0.1 0.09 0.06
12 0.04 0.12 0.1 0.13 0.16 0.12
16 0.09 0.1 0.14 0.15 0.28 0.13
24 0.15 0.13 0.28 0.18 0.19 0.2
32 0.2 0.14 0.28 0.4 0.48 0.33
4 4 0.02 0.04 0 0.04 0.03 0.02
8 0.06 0.03 0.01 0.04 0.02 0.05
12 0.04 0.05 0.04 0.05 0 0.02
16 0.07 0.1 0.05 0.06 0.04 0.03
24 0.06 0.08 0.17 0.03 0.12 0.18
32 0.06 0.12 0.12 0.12 0.15 0.2

In Figure 17, the call block probability for simtitans with 7 hops is shown.

Table 12:Call block probability
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Figure 18:Call block probability within 2 seconds 7 hops simulations

Figure 18 shows the call block probabilities fohaps simulations within 2 seconds.

When the background voice calls are more than @izlzre is only one gateway, the call
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block probability is one, so no calls are estalgiswithin 2 seconds. However Figure 17
shows that there are a lot of calls which will betestablished anymore.
In Figure 19, figures a and b show the comparisbthe call block probabilities

within 2 and 10 seconds for 4 hop simulations respely.

Figure 19:Call block probabilities 2(a) and 10(lgnds 4 hops simulations

Figure 19 shows that the behavior of the accepied talls is similar with respect to
the number of background calls and as expectedcdleblock probability is higher
within 2 seconds as it is expected. As it is norntiaé call block probability within 2
seconds is higher than within 10 seconds.

As discussed in section 5.3.1.1 (Time Call Setitpgan be seen when the calls are
established in some simulations. Some calls aabkstied in the first 2 seconds (there
are some simulations where there are not estallishfis in the first 2 seconds) and
some are established later, therefore the callkbfrobability is higher in the first 2
seconds than in the first 10 seconds. Also, asated in section 5.3.1.1 the call setup
delay is higher for 1 gateway simulations thanZX@nd 4 gateways simulations. This fact
means that call block probability is higher for atgway simulations than for 2 and 4

gateways simulations.
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5.3.1.3 Invitation Attempts

In chapter 2, how SIP works was shown. In secti@25(SIP calls traffic scenario)
SIP traffic schedule was defined. One hundred SlRercusers invite one hundred SIP
called users. These one hundred caller users sentiundred invitation messages to the
SIP proxy. If the SIP caller does not receive th@0 trying” confirmation message in a
determinate time (explained in section 4.5.2.8)clhndicate that the invitation message
was received by the SIP proxy, the SIP caller @sethe invitation. There may be
different reasons why SIP caller does not receiee“1.00 trying” message. It may be
because one of the message is dropped or becatieedslay.

The Figure 20 shows the best and the worst cas¢edelwith the number of SIP

invitation attempts.

uuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu

Figure 20: Invitation attempts in 2(a) and 7(b) Iscpmulations

In Figure 20, the invitation attempts follow themsa pattern in both, 2 and 7 hops
simulations (figures a and b respectively). Therencrease in the invitation attempts
when the background voice calls increase. Howdliernumber of invitation attempts is
much higher for 7 hops simulation scenarios. Thisiber indicates how many times the
100 SIP caller nodes send invitations (includirgfirst invitation).

In the next figures, Figure 21 and Figure 22, thmber of invitation messages can be
seen with its respectively reasons, which are:

- the first 100 invitation attempts initiated by usgents (blue)

- the resent invitations due to dropping messagensagellow).

- the resent invitations due to timeout reasons (red)
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Figure 21 and Figure 22 show the SIP invitatioerafis divided in reasons for 2 and 7
hops simulation scenario, respectively. Figurds and c are the simulations having one,

two and four gateways, respectively.

SIP invitation attempts 2 hops 1 gateway

[[[[[

[[[[[[[

g

&
8

Number of SIP invitation attempts
8
Number of SIP invitation attempt

- 8 8

4 8 12 16 ) 32 4 B 12 16 2 32
Background traffic flows Background traffic flows

@ (b) (c)

Figure 21: Invitation Attempts for 2 hops with q@ag, two(b) and three(c)

gateways

In Figure 21, it can be seen that the number @nemvitation increases very rapidly
when the number of background voice calls incre&sgthermore it shows that re-
invitations due to dropped messages significamitygase while the re-invitations due to
timeout reasons are stable. This fact indicatesith¢éhis simulation the number of re-

invitations increases due to the congestion cabgdzhckground voice calls.

SIP invitation attem pts 7 hops 1 gateways SIP invitation attempts 7 hops 2 gateways SIP invitation attem pts 7 hops 4 gateways.

@
Number of SIP invitation attempts

%

Number of SIP invitation attempts
Number of SIP invitation attempts

4 8 12 18 24 32 4 il 12 16 2% 32 4 8 12 16 2% 32
Background traffic flows Background traffic flows Background traffic flows

(@) (b) (©)

Figure 22:Invitation attempts for 7 hops with o, (wo (b) and three (c)

gateways
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Comparing Figure 21 with Figure 22, the numbemeftation attempts is much fewer
for 2 hops simulations than for 7 hops simulatiohsan be said that this results are due
to the congestion caused by the increase of numibbops for the background flows.
The number of gateways also influence, where far fgateway scenarios the SIP
performance is better.

5.3.1.4 Number hops

How the SIP users are placed in the MANET is shamisection 5.2.2 (SIP calls
traffic scenario). As described, SIP users (cabers called parties) are chosen randomly.
In the post-tracing, one of the performance pararsatalculated is the number of hops
between the caller and the gateway and betweegatesvay and the called party, giving
the number of hops that the SIP signalling travéree caller to called. The number of
hops is an important parameter because it canlp&ht explain the overall results.

Section 5.3.1.1 (Time Call Setup) shows the SIRetoall setup. It explained how
much the increase of number of gateways help tocedhe SIP time call setup. One of
the most important factors of this improvementlated to the number of hops.

The next graphs show the average of number of IpgpsSIP call established in
different simulation scenarios. Figure 23 and Feg?4 show the number of SIP hops in 2

hops and 7 hops simulations respectively.
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Figure 23: Number of SIP hops for 2 hops of backgbflows simulations

T T T
SIP Hops Calls 7 hops 1 gatewsys ——
SIF Hops Calls 7 hops 2 gpateways ———
SIF Hops Calls 7 hops 4 gateways —e—

Hops

5 L L L L L L
a 5 1a 15 2a 25 28 35

Background flows

Figure 24: Number of SIP hops for 7 hops of backgrbflows simulations

In Figure 23, the numbers of hops are almost cafisthey have not an important
relation with background voice calls. They can Hgtle bit greater due to when there is
increase in congestion the messages have to loavé&lable route and they may not go

through the shortest way.
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However the most important information or conclusfoom Figure 23 is how much
increasing the number of gateways can help to #tevark performance. When the
simulations work with one gateway, the SIP messagege to go through around 11 hops
and when 4 gateways are involved, these 11 hopdmagduced to 5 hops.

In Figure 24, the number of hops of one gateway3ihdackground flows simulations
is very low. The call block probability of this sutation shown in Table 12 is 0.95, so
only 5 calls of 100 are established. These aredhs with the shortest distance between
caller and called, so the average of these nunfdesps is very low.

This information is very relevant to the whole netkw group of performance
parameters. Increasing the number of gatewaysoisapty the most important factor in
improving the network performance parameters. tfigious that having more gateways,
the congestion in and around the gateways is loivancreased further, the number of
hops of traffic which go outside can be reducedaupalf. It is also important for the call
block probability (reducing the number of hops ajflshould reduce the delay and the

number of dropped messages) and therefore foatnwit attempts.

5.3.2 Evaluation of Voice Quality
To evaluate the voice quality, some performancearpaters have to be evaluated.
Packet lost rate (4.5.1.4) and average end-to-exfay of all packets (4.5.1.1) are used to

analyze the voice quality of background flows.
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5.3.2.1 Packet Loss Rate
The first part of this section shows the packes lage of the background voice traffic.
The second part shows the reason why the packetdrapped, as explained in section
4.4.4.

uuuuuuuuuuuuuuuuuuuuu

Figure 25: Packet loss rate for 2(a) and 5(b) hgpaulations.

As can be observed, the packet loss rate is higiterthe increase in the number of
gateways. Up to this point, in all simulation resuthe best results are when there are
more gateways in the scenario. However, as it iE€mor! No se encuentra el origen
de la referencia.a and b, when there are more gateways, the phudeetate is higher.
Because this is not an expected behavior, we studlyis section which are the factors
that influences in drop of packets. In order to ioblackground traffic flows are
classified in two classes:

1. - Background traffic flows inside the MANET

2. - Background traffic flows which go outside tJANET
The packet loss rate is studied separately for elass.

Packet loss rate for background traffic flows insid the MANET.

Adding gateways in the scenarios proposed is nactly relevant to the inside
background traffic flows. All these flows go froom@® MANET node to other MANET
node through other nodes within the MANET. Whilediady gateways is good for
outgoing flows in the MANET, it is not good for mat background traffic flows. As
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shown in Figure 26, for 2 (a) and 5 (b) hops siriohes, adding gateways makes packet
loss rate higher. Therefore it is sure that addjateways is not good for intra flows,
however, why does it cause higher packet loss rate?

In all simulation scenarios there are traffic flom$ich go outside the MANET
through the gateway and 20 SIP calls which gtnéoSIP proxy through the gateway as
well. Therefore, around the gateway there is aé\galy congested zone” where adding
more gateways in those scenarios means that tharszénave more “gateway congested
zones”. These zones have very high congestionthendetwork is even more congested
when there are 32 background flows (24 intra flamnd 8 outgoing flows which causes

the “gateway congestion zone” to be more congested)

a.9

a.8 |

a.4 |

Packet loss

Figure 26: Packet loss rate for intra flows for 8gs(a) and 5 hops(b)

Different cases of 2, 3, 4, 5, 6 and 7 hop sinnuhatare compared. It can be seen that
packet loss rate is higher when the number of hepkigher, which imposes more
congestion to the network. Therefore, the packes tate grows. The packet loss rate for
1 gateway is lower than for 2 gateways simulatidms,in both cases it can be seen that

packet loss rate is higher when the number of ®pgyher.
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Packet loss rate for outgoing background flows th&/ANET.

While adding gateways makes the packet loss rafleehifor intra flows, there is a
different behavior for outgoing traffic flows. Toisduss outgoing traffic flows, it is
important to mention the following , as stated iainp 5.2.1 (Background Traffic
Scenario), the number of hops between MANET soar# gateways is defined only
when the scenario has one gateway. After runningh ssimulation (one gateway
simulation), this gateway is replaced by two andrfgateways, but the MANET
source/destination remains at the same position.

The two hops simulation’s behavior is different ahdan be seen in Figure 27 that
when the same simulation is run with two gatewale, number of hops for those
outgoing flows is greater than when there is onlg gateway. If the same simulation is
run in four gateways scenario, the number of hegaractically the same as the number

of hops in one gateway scenario.
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Figure 27: Outgoing traffic nodes for two hops siations

For three hops, the distance between source atishatésn for outgoing traffic flows
is bigger in two gateways scenarios than in 4 gaysvecenarios.
However for four or more hops simulations, incregshe number of gateways make

the number of hops between sources and gatewaylesntr six hops simulations,
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Figure 28 shows that adding gateways makes thandiss between source and gateways

shorter.
\
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Figure 28: Outgoing traffic nodes for six hops slations

Figure 29 shows the packet loss rate’s behavio2f@a) and 5 (b) hops simulations.
Figure 29 (a) shows that for 2 hop simulations, mtiee scenario has two gateways, the
packet loss rate is higher. However when the scerrs one and four gateways the
packet loss rate is smaller. However Figure 29 sfimws that the packet loss rate is
highest when there is one gateway for 5 hops stk

Adding gateways is better for the scenarios in seoh packet loss rate. The first
advantage for outgoing traffic flows is that thetdnce between sources and gateways is
smaller when there are more gateways. The secopbwement is that when there are
more gateways, the traffic is shared between gatewtowever adding gateways has not

a direct effect for intra flows, while it is for tyoing traffic flows.
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Figure 29:Packet loss rate for outgoing flows f¢gaPand 5(b) hops

As conclusion, Figure 30 shows the packet lossfaattra, outgoing and average of
all traffic flows. Figure 30 (a) shows the values éne gateway simulation and Figure 30
(b) shows the values for four gateways simulatimth within 5 hops scenarios.

When there is only one gateway, packet loss rakegiser for outgoing traffic flows
and when there are four gateways, packet lossigaigher for intra traffic flows. The
average is always more similar to intra flows thanoutgoing traffic flows. This is

because the proportion of intra to outgoing trafffoevs is 3:1.

Packet loss
Facket loss

Figure 30:Packet loss rate for intra and outgoitaafs for 1(a) and 4(b)
gateways and 5hops simulations
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Figure 31 a, b and ¢ show the type of dropped pgadke all the simulations with one,
two and four gateways respectively. Before diseigsghe graphs, it is important to
explain what the dropped reasons are and to iredightit each graphs plot indicate. The
dropped packets can be divided in three groupgéteexplained in section 4.4.4):

- Dropped messages in MAC Layer: packets are dromhedto congestion in

MAC layer.

- Dropped messages in Routing Layer: packets arepdrbpue to congestion in
routing layer. There are different reasons suchcasoute available, routing loop
and time packet expired.

- Dropped messages in the nodes queue: packetsameedrdue to congestion in
node queues.

Due to the small number of dropped packets in thies queues compared with the

other two types of dropping packet reasons, thptgi®shown in logarithmic scale.

O Due to the queue O Due to the queue X
[Percentage of dropped packets 1 gw simulations | @ Due to Routing layer Percentage of dropped packets 2 gw simulations | @ Due to Routing layer| [Percentage of dropped packets 4 gw simulations
@due to MAC layer mdue to MAC la

O Due to the queue
@Due to Routing layer
Odue to MAC layer

100% 100%
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yer
[ |
N 80%
B 0%
| 5 o0k
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B 20%
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B
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Figure 31: Packets dropped and reasons for 1(a),a¢wl 4(c) gateways and 8
background traffic flows simulations.

The higher drop reason is due to MAC layer congastAs can be observed in Figure
31, when there are four gateways, the percentageopiped packets due to MAC layer
congestion is higher and due to the queue is migttehas well.

5.3.2.2 Average end-to-end delay
The average end-to-end delay is the average ddlaall dlows in each simulation
scenarios. In Figure 32 (a) and Figure 32 (b) trexage delay of background voice call
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packets in 3 hops and 6 hops simulations are shegpectively with the maximum and
minimum 95 percentile values.

As observed in Figure 32 (a) and Figure 32 (b),réseilts are not as it was expected.
Figure 32 (a) shows that in three hops simulatitresdelay is not smaller when there are
more gateways. However Figure 32 (b) shows thatnwthere are more gateways, the
delay is smaller.

After analysing the results of the simulations, shene approach as in section 5.3.2.1
is followed here due to the strange behaviour efahd-to-end delay. Intra and outgoing

traffic flows are studied separately.

Figure 32: Background voice calls delay in 3(a)d&(a) hops simulations
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Delay for intra traffic flows.

Figure 33 shows the time delays for 3 and 5 hapsilgitions for intra traffic flows. As
it can be seen, adding gateways in the scenaries niat considerably improve the delays
imposed to the traffic flows. It can be seen froiguFe 33 a and b that the average delay
for intra flows have the same behaviour, but theral end-to-end delay is higher for 5

hops simulations.
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Figure 33:Delay for intra traffic flows for 3(a) @5(b) hops simulations

Delay for outgoing traffic flows.

Figure 34 shows the average delay for the outgdiogs for 3 and 6 hops
simulations. As shown in the graphs, the averad@ydsalculate is considerably smaller
adding gateways in the scenarios.

As it can be seen in Figure 34, the first reasothéssame as explained in section
5.3.2.1 (
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Packet Loss Rate), where the number of hops fogoing traffic for different hops
simulations was discussed. In three hops simulgtiadding only 4 gateways is better
than 1 gateway in terms of number of hops betweences and gateways. However, for
more than four hops simulations, adding gatewaykesahe number of hops between
sources and gateways smaller. So, the first resstimat adding gateways improve the
distance between sources and destinations. lteaedn in Figure 27 and Figure 28.
The second advantage is that having more gatewhgstraffic is shared between
them. For example while eight traffic flows go tlgbti the same gateway for the one
gateway scenario. In the four gateway scenaridy gateway may support only 2 traffic

flows.
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Figure 34:Delay for outgoing traffic flows for 3(apd 6(b)hops simulations

5.3.2.3 Valid calls
It is assumed that the background voice calls whale a packet loss rate less than 5
% and an average delay of all the packets lessGH&b seconds are valid calls in terms
of quality [32]. After having all the flows ideni&d, how much per cent of them are valid
in each simulation is calculated, Figure 35 anduféd36 show the results in valid calls

for 2 and 4 hops respectively.
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Figure 35:Valid background voice calls in 2 hopsisiations
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Figure 36:Valid background voice calls in 4 hopsisiations

It can be seen in Figure 35 for 2 hops simulatitims percentage of valid calls is high
until having 16 background voice calls. When thewations are in 4 hops scenarios
(Figure 36), there is a high percentage of valilsaantil having 12 background voice
calls. Figure 35 and Figure 36 show the percentdgelid calls without caring if the
calls are intra or outgoing calls. In Figure 35h@s simulations) only between 20 and

30 per cent of background calls are valid in tewhs/oice quality. When the 4 hop
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scenarios are assumed (Figure 36), it is not plestibhave more than 16 background
voice calls.

Table 13 and Table 14 show the average valueslLdt)(Packet Loss Rate and end-to-
end delay of background traffic packets for 2 ankdops simulations respectively. The
row “Valids %" represents the percentage of valdhkground calls in terms of packet
loss rate and delay as it was stated at the begrofithis section (PLR < 5% and end-to-
end delay < 0.125 seconds).

As can be seen, there are much higher percentageluf calls for two hops
simulations mainly because of fewer packet droppathpared to the scenario with 5
hops. It can be seen that adding gateways imprdvespercentage of valid calls.
According to Table 13 and Table 14, it is also ttiat Packet Loss Rate has a higher

influence in the voice quality analysis, compam@énd-to-end delay.

2 hops 1 gateway

N flows 4 8 12 16 24 32
PLR 0.0021 | 0.015 | 0.025 | 0.035 | 0.103 ] 0.175
DELAY 0.0243 ] 0.027 | 0.028 | 0.03 | 0.058 | 0.092
Valids % 100 100 | 91.6 73 41 | 23.75
2 hops 2 gateways

N flows 4 8 12 16 24 32
PLR 0.0142 | 0.026 | 0.065 | 0.106 | 0.165 | 0.207
DELAY 0.0255 | 0.026 | 0.032 | 0.043 | 0.061 | 0.095
Valids % 85| 825 73 52| 17.5] 8.125
2 hops 4 gateways

N flows 4 8 12 16 24 32
PLR 0.0003 | 0.012 | 0.038 | 0.085 | 0.173 ] 0.26
DELAY 0.0224 | 0.024 | 0.025 | 0.028 | 0.045 | 0.068
Valids % 100 97 85 60 32 | 6.875

Table 13: Valid background calls for 2 hops simiadas

5 hops 1 gateway

N flows 4 8 12 16 24 32
PLR 0.042 | 0.156 | 0.243 ] 0.308 | 0.453 ] 0.55
DELAY 0.034 | 0.047 | 0.065 0.1 ] 0.382 | 0.709
Valids % 75 2.5 0 0 0 0
5 hops 2 gateways

N flows 4 | 8 |12 |16 |2a | 32
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PLR 0.074 1 0.131 | 0.319 | 0.449 | 0.578 | 0.626
DELAY 0.03 ] 0.037 | 0.062 | 0.12 ] 0.272 | 0.469
Valids % 65 7.5 1.6 0 0 0
5 hops 4 gateways

N flows 4 8 12 16 24 32
PLR 0.143] 0.17]0.374 ] 0.537 | 0.661 | 0.712
DELAY 0.029 | 0.03]0.043] 0.08] 0.23] 0.391
Valids % 70| 425 21.5 10 0 0

Table 14: Valid background calls for 5 hops simiadias

6 Conclusions and future work

In this chapter, we present conclusions and suggestfor future work. The

evaluation of all simulation results and the eva@racan be found.

6.1 Conclusions

In this thesis, we have researched the performah®®IP calls in hybrid MANETS.
When Mobile Ad Hoc networks are connected to theriret, it is important that voice
communication is supported. For this reason, thgpeu of SIP protocol is required.
However, if two partners in the MANET need to conmeate, SIP messages need to be
sent to the SIP proxy first in order to discoves thcation of the called party. In hybrid
MANETS, that means that SIP messages need to Ipagmteway twice, which limits the
performance.

Also, the capacity of MANET in terms of voice calksimportant, and it is important
to mention the behavior of intra and outgoing tcaffows, where the intra traffic flows
interfere in the network causing congestion and dhégyoing traffic flows interfere
mainly in the gateways.

Therefore, we have set up a set of simulation seEn& evaluate performance of
VoIP in hybrid MANET. We have evaluated the scdlgbwith respect to the number of

hops, number of voice traffic flows, and numbethe gateways in the scenario,
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Our results in which we differentiate between d#fece between session call
establishment aspects and voice quality aspectshane below.

Session call establishment

Since to completing a session call requires thesages between caller and called SIP
users and the proxy go through the gateways, tladua@von of results indicate that
adding gateways to the scenario, the call setupydsl smaller. Though voice traffic
flows are not directly explained in here, the easibns indicate that voice traffic flows
interfere in the session call establishment peréooe parameters.

When there are more voice traffic flows, the catup delay is higher. The same
behavior is present when the number of hops betweence and destination in these
voice traffic flows is large. These behaviors ate do the congestion in the MANET
caused by increasing the number of voice traffmwfi and the number of hops.
Implicitly, number of invitation attempts increaseben the congestion is higher in the
network. The invitation attempts are caused due teasons, the delay in the “100
trying” message or the dropped messages. Both meaare directly caused by the
congestion, so, the conclusion about session stdbkshment is that adding gateways
creates a better performance but when the numbeops in the voice traffic flows and
the number of traffic flows increase, the perforocamf session call establishment is

waorse.

Voice quality

Upon the evaluation of the voice quality performgnic was decided to differentiate
between inside (when source and destination argeitike MANET) and outgoing (when
one of the end parts is outside of the MANET) tcaffows, due to their different
behaviors.

It is very important to mention regarding the oumgptraffic flows, adding more
gateways decreases the number of hops when theayat@re more than three when the
scenario has one gateway.

For inside traffic flows, the packet loss rate @ase when the number of flows
increases. However, adding more gateways make&plads rate higher. This is because
around the gateways there is a congested zoneodhe butgoing traffic flows and SIP
messages which go through the gateways, therdtomore congestion zones, more intra
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traffic flows badly influenced. Around these conges zones, the nodes suffer from
congestion problems, so the packet loss rate l®ehigghen there are more gateways.

For outgoing voice traffic flows the behavior igdlly different, packet loss rate is
lower due two reasons; the traffic that each gayesugports is lower and the distance in
number of hops between nodes and gateways is ysuadiller.

The average end to end delay of the packets foa iflbws has no significant
improvement by adding gateways. For outgoing flowdding gateways improves
significantly the end-to-end delay.

As a conclusion, it can be said that adding gatewagate a congested zones but it
gives a better performance in general.

6.2 Future work

In future work, next points explain briefly what \wkan:

The first suggestion is to introduce mobility irttee scenarios. In this thesis, all the
simulations have been run in static scenarios woith, two and four gateways. It would
be interesting to study the performance of the sparameters varying the mobility of
normal nodes and nodes acting as gateways. With approach, mobile IP or any
mobility management protocol will be required.

The second suggestion tries to implement sessitiation protocol (SIP) totally
inside a MANET that means, the caller, the called the SIP proxies are nodes in a
MANET. Several approaches can be applied:

One suggestion is trying to make the gateways @dam SIP proxies, if
there are gateways in the MANET.

The second suggestion does not need to have gatewtye MANET. The
approach can be making the SIP callers act as 18 s well. For that, one
solution can be that all the SIP user nodes segistes event to all the
MANET nodes.

The third suggestion tries to solve some problent®entered in this thesis with the
SIP protocol. As it was commented when call bloakbability was evaluated, SIP proxy

has vulnerability when some packets are dropped.
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When the “200 ok” message from the called nodéegoroxy is dropped, the call will
never be established. The internal reason of thisecause when the called node sends
the invitation acceptance, this node goes into ybgtate, and when a node is in “busy”
state, it can not listen one invitation. So if teceptance message is dropped, the call
will never be established.

There can be many ways to solve this problem; &x¢ ones can be some suggestions:

The node can send more acceptance messages aftde auntil the call is
established.

The called node can identify which the caller nigjeherefore, if the caller
node wants to send another invitation becausel ihdi receive the acceptance,
the called node can receive and consider anothvéation in “busy” state if
the invitation is from the same caller node whickde being in “busy” state.

The fourth suggestion is use MAC protocol 802.11#h WQuality of Service, where
SIP and routing messages will have High Prioritiie lexpected results is that the call

establishment will improve while the voice qualtill continue being poor.
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7 Appendix

A Common Abbreviations

MANET Mobile Ad Hoc Network

PERL Practical Extraction and Reporting Language
TCL Tool Command Language

IP Internet Protocol

TCP Transmission Control Protocol

UDP User Datagram Protocol

TTL Time to live; the life time of a packet

AODV Ad Hoc On Demand Vector Routing Protocol
AODV-UU | Uppsala University Version of AODV

GW Gateway

PLR Packet loss rate

MN Mobile Node

NAM Network Animator Program

NS-2 Network Simulator Version 2

Table 15: Common Abbreviations

B Simulation Scripts code

B.1 Main Simulation script

This is the main simulation script; there are squeees of code which may be different
depending on some parameters. Where there piecglefshould be placed, there is the

place where we can find it.

# MAC layer parameters
Mac/802_11 set basicRate_ 24Mb;
Mac/802_11 set dataRate_ 24Mb;

Mac/802_11 set CWMin_ 15
Mac/802_11 set CWMax_ 1023
Mac/802_11 set SlotTime_ 9us
Mac/802_11 set CCAtime_ 3us
Mac/802_11 set SIFS_  16us
Mac/802_11 set PreambleLength_ 96
Mac/802_11 set PLCPHeaderLength_ 40
Mac/802_11 set PLCPDataRate_ 6e6
Mac/802_11 set ShortRetryLimit_ 7
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Mac/802_11 set LongRetryLimit_ 4

# Physical layer

Phy/WirelessPhy set CSThresh_ 5.53241e-12
Phy/WirelessPhy set RXThresh_ 1.296e-10
Phy/WirelessPhy set bandwidth_ 24Mb
Phy/WirelessPhy set Pt_ 0.1
Phy/WirelessPhy set freq_ 2.4e+9
Phy/WirelessPhy setL_ 1.0

ns-random 0

global opt

set opt(chan) Channel/WirelessChannel
set opt(prop) Propagation/TwoRayGround
model

set opt(netif) Phy/WirelessPhy

type

set opt(mac) Mac/802_11

set opt(ifq) Queue/DropTail/PriQueue
type

set opt(Il) LL

set opt(ant) Antenna/OmniAntenna
set opt(ifglen) 50

set opt(x) 2200

set opt(y) 2200

set opt(nn) 100

set opt(adhocRouting) AODVUU ;

set opt(seed) 0

set opt(stop) 185

set num_wired_nodes 45

set num_bs_nodes 1

set num_hops 5

#Instructions parsed from gw scripts of AODVUU
if { $opt(adhocRouting) == "AODVUU" } {
set opt(defrte) 1;
set opt(prot) aodvuu;
set opt(Irep) 0; # Local repair for AODVUU
set opt(lifb) 1; # Link layer feedback for AODVU
set opt(expring) 1;
set opt(defrte) O;

#we have in the variable the number of the simulati
parameters

set numSimulation [lindex $argv 0]
set num_traffic_flows [lindex $argv 1]

set ns_ [new Simulator]
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# set up for hierarchical routing
$ns_ node-config -addressType hierarchical
AddrParams set domain_num_ 2
lappend cluster_ num 11
AddrParams set cluster_num_ $cluster_num
lappend eilastlevel 46 107
AddrParams set nodes_num_ $eilastlevel

set tracefd [open traceFile-num:$numSimulation-gw:
hops:$num_hops-flows:$num_traffic_flows.tr w]
$ns_ trace-all $tracefd

# Create topography object

set topo [new Topography]

# Create channel

#set chan_1_ [new $opt(chan)]

# define topology

$topo load_flatgrid $opt(x) $opt(y)

# create God
create-god [expr $opt(nn) + $num_bs_nodes]

#create wired nodes

#next code lines create 45 wired nodes

for {set i O} {$i < $num_wired_nodes} {incr i} {
set W(S$i) [$ns_ node 0.0.%i]

# configure for base-station node
$ns_ node-config -adhocRouting $opt(adhocRouting) \
-IIType $opt(ll) \
-macType $opt(mac) \
-ifqType $opt(ifg) \
-ifgLen $opt(ifglen) \
-antType $opt(ant) \
-propType $opt(prop) \
-phyType $opt(netif) \
-channelType $opt(chan) \
-topolnstance $topo \
-wiredRouting ON \
-agentTrace ON \
-routerTrace OFF \
-macTrace OFF

H

# here it should be the gateways/base stations defi
# this definition is different depending on the num
# the different gateways definitions are in appendi

H H*
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#configure for mobilenodes
$ns_ node-config -wiredRouting OFF

for {set j 0} {$j < $opt(nn)} {incr j} {
if {$j 1= 54 } {
set node_($)) [ $ns_ node 1.0.$j]
$node_($j) base-station [AddrParams addr2id \
[$BS(0) node-addr]]
set posicion_x [expr ($j % 10) * 200 ]
set posicion_y [expr ($j / 10) * 200 ]

$node_($j) set X_ $posicion_x
$node_($j) set Y_ $posicion_y
$node ($j) setZ_ 0.0
}
}

#create links between wired and BS nodes

for {set x 1} {$x < $num_wired_nodes} {incr x} {
$ns_ duplex-link $W(0) $W($x) 5SMb 40ms DropTail
}

$ns_ duplex-link $W(0) $BS(0) 5Mb 40ms DropTalil

puts "------- Identifiers of the nodes------
for {set x 0} {$x < $num_wired_nodes} {incr x} {

puts "W($x) = [$W($x) node-addr] = [AddrParams
node-addr]] node_id in the trace file = [$W($x) id]

for {set x 0} {$x < $num_bs_nodes} {incr x} {
puts "BS($x) = [$BS($x) node-addr] = [AddrPara
node-addr]] node_id in the trace file = [$BS($x) id

}

for {set x O} {$x < Sopt(nn)} {incr x} {

if {$x 1= 54 }{

puts "node_($x) = [$node_($x) node-addr] = [Ad
[$node_($x) node-addr]] node_id in the trace file =

H

# Proxy servers

$W(0) label "proxy.atlanta.com"

set serveraddrATL [$W(0) node-addr]

set sipATL [new Agent/SIPProxy atlanta.com]
$W(0) attach $sipATL 5

# here there are 40 wireless nodes , 20 caller node
nodes

# there are 5 groups of them, because there are 5r
simulation

# we can see them in the appendix B.1.3
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# User agents

#there are 8 sip invitation calls

#this is the first one

$callerl label "alicel @atlanta.com”

set sipalicel [new Agent/SIPUA alicel atlanta.com
$callerl attach $sipalicel 5

$invitedl label "bobl@atlanta.com"”

set sipbobl [new Agent/SIPUA bobl atlanta.com]
$invitedl attach $sipbobl 5

#this is the second one

$caller2 label "alice2@atlanta.com"

set sipalice2 [new Agent/SIPUA alice2 atlanta.com
$caller2 attach $sipalice2 5

$invited1 label "bob2@atlanta.com”

set sipbob2 [new Agent/SIPUA bob2 atlanta.com]
$invited2 attach $sipbob2 5

#this is the third sip invitation call

$caller3 label "alice3@atlanta.com”

set sipalice3 [new Agent/SIPUA alice3 atlanta.com
$caller3 attach $sipalice3 5

$invited3 label "bob3@atlanta.com”

set sipbob3 [new Agent/SIPUA bob3 atlanta.com]
$invited3 attach $sipbob3 5

#this is the forth sip invitation call

$caller4 label "alice4@atlanta.com"

set sipalice4 [new Agent/SIPUA alice4 atlanta.com
$callerd attach $sipalice4 5

$invited4 label "bob4@atlanta.com”

set sipbob4 [new Agent/SIPUA bob4 atlanta.com]
$invited4 attach $sipbob4 5

#this is the fifth sip invitation call

$callers label "alice5@atlanta.com”

set sipalice5 [new Agent/SIPUA alice5 atlanta.com
$callers attach $sipalice5 5

$invited5 label "bob5@atlanta.com”

set sipbob5 [new Agent/SIPUA bob5 atlanta.com]
$invited5 attach $sipbob5 5

# this is the sixth sip invitation call

$caller6 label "alice6 @atlanta.com"

set sipalice6 [new Agent/SIPUA alice6 atlanta.com
$caller6 attach $sipalice6 5

$invited6 label "bob6@atlanta.com”

set sipbob6 [new Agent/SIPUA bob6 atlanta.com]
$invited6 attach $sipbob6 5

#this is the 7th sip invitation call

$caller?7 label "alice7 @atlanta.com"

set sipalice7 [new Agent/SIPUA alice7 atlanta.com
$caller7 attach $sipalice7 5

$invited7 label "bob7@atlanta.com”

set sipbob7 [new Agent/SIPUA bob7 atlanta.com]
$invited7 attach $sipbob7 5

#this is the 8th sip invitation call

$caller8 label "alice8 @atlanta.com”

set sipalice8 [new Agent/SIPUA alice8 atlanta.com
$caller8 attach $sipalice8 5

$invited8 label "bob8@atlanta.com”
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set sipbob8 [new Agent/SIPUA bob8 atlanta.com]
$invited8 attach $sipbob8 5

$caller9 label "alice9@atlanta.com”

set sipalice9 [new Agent/SIPUA alice9 atlanta.com
$caller9 attach $sipalice9 5

$invited9 label "bob9@atlanta.com”

set sipbob9 [new Agent/SIPUA bob9 atlanta.com]
$invited9 attach $sipbob9 5

#this is the 10th one

$callerl0 label "alicel0@atlanta.com"

set sipalice10 [new Agent/SIPUA alicel0 atlanta.c
$callerl0 attach $sipalicel0 5

$invited10 label "bobl0@atlanta.com"

set sipbob10 [new Agent/SIPUA bob10 atlanta.com]
$invited10 attach $sipbobl10 5

#this is the 11th sip invitation call

$callerll label "alicell@atlanta.com"”

set sipalicell [new Agent/SIPUA alicell atlanta.c
$callerll attach $sipalicell 5

$invited11 label "bobl1@atlanta.com"

set sipbob11 [new Agent/SIPUA bobl1 atlanta.com]
$invited11 attach $sipbobl1 5

#this is the 12th sip invitation call

$callerl2 label "alicel2@atlanta.com"

set sipalicel2 [new Agent/SIPUA alicel2 atlanta.c
$callerl2 attach $sipalicel2 5

$invited12 label "bob12@atlanta.com"

set sipbob12 [new Agent/SIPUA bob12 atlanta.com]
$invited12 attach $sipbob12 5

#this is the 13th sip invitation call

$callerl3 label "alicel3@atlanta.com"

set sipalicel3 [new Agent/SIPUA alicel3 atlanta.c
$callerl3 attach $sipalicel3 5

$invited13 label "bob13@atlanta.com"

set sipbob13 [new Agent/SIPUA bob13 atlanta.com]
$invited13 attach $sipbobl13 5

# this is the 14 sip invitation call

$caller14 label "alicel4@atlanta.com”

set sipalicel4 [new Agent/SIPUA alicel4 atlanta.c
$callerl4 attach $sipaliceld 5

$invited14 label "bob14@atlanta.com"

set sipbob14 [new Agent/SIPUA bob14 atlanta.com]
$invited14 attach $sipbobl14 5

#this is the 15th sip invitation call

$callerl5 label "alicel5@atlanta.com”

set sipalicel5 [new Agent/SIPUA alicel5 atlanta.c
$callerl5 attach $sipalicel5 5

$invited15 label "bob15@atlanta.com”

set sipbob15 [new Agent/SIPUA bob15 atlanta.com]
$invited15 attach $sipbob15 5

#this is the 16th sip invitation call

$callerl6 label "alicel6@atlanta.com”

set sipalicel6 [new Agent/SIPUA alicel6 atlanta.c
$callerl6 attach $sipalicel6 5

$invited16 label "bob16@atlanta.com"

set sipbob16 [new Agent/SIPUA bob16 atlanta.com]
$invited16 attach $sipbobl16 5

$callerl7 label "alicel7@atlanta.com"
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set sipalicel7 [new Agent/SIPUA alicel7 atlanta.c
$callerl? attach $sipalicel7 5

$invited17 label "bob17 @atlanta.com"

set sipbob17 [new Agent/SIPUA bobl17 atlanta.com]
$invited17 attach $sipbobl17 5

$caller18 label "alicel8@atlanta.com"

set sipalice18 [new Agent/SIPUA alicel8 atlanta.c
$callerl8 attach $sipalicel8 5

$invited18 label "bob18@atlanta.com"

set sipbob18 [new Agent/SIPUA bob18 atlanta.com]
$invited18 attach $sipbob18 5

#this is the 19th sip invitation call

$callerl9 label "alicel9@atlanta.com"

set sipalicel9 [new Agent/SIPUA alicel9 atlanta.c
$callerl9 attach $sipalice19 5

$invited19 label "bob19@atlanta.com"

set sipbob19 [new Agent/SIPUA bob19 atlanta.com]
$invited19 attach $sipbob19 5

#this is the 20th sip invitation call

$caller20 label "alice20@atlanta.com”

set sipalice20 [new Agent/SIPUA alice20 atlanta.c
$caller20 attach $sipalice20 5

$invited20 label "bob20@atlanta.com”

set sipbob20 [new Agent/SIPUA bob20 atlanta.com]
$invited20 attach $sipbob20 5

# Setup outbound proxies

$sipalicel set-proxy $serveraddrATL
$sipbobl set-proxy $serveraddrATL
$sipalice2 set-proxy $serveraddrATL
$sipbob2 set-proxy $serveraddrATL
$sipalice3 set-proxy $serveraddrATL
$sipbob3 set-proxy $serveraddrATL
$sipalice4 set-proxy $serveraddrATL
$sipbob4 set-proxy $serveraddrATL
$sipalice5 set-proxy $serveraddrATL
$sipbob5 set-proxy $serveraddrATL
$sipaliceb set-proxy $serveraddrATL
$sipbob6 set-proxy $serveraddrATL
$sipalice7 set-proxy $serveraddrATL
$sipbob7 set-proxy $serveraddrATL
$sipalice8 set-proxy $serveraddrATL
$sipbob8 set-proxy $serveraddrATL

$sipalice9 set-proxy $serveraddrATL
$sipbob9 set-proxy $serveraddrATL
$sipalicel0 set-proxy $serveraddrATL
$sipbob10 set-proxy $serveraddrATL
$sipalicell set-proxy $serveraddrATL
$sipbob11 set-proxy $serveraddrATL
$sipalicel2 set-proxy $serveraddrATL
$sipbob12 set-proxy $serveraddrATL
$sipalicel3 set-proxy $serveraddrATL
$sipbob13 set-proxy $serveraddrATL
$sipalicel4 set-proxy $serveraddrATL
$sipbob14 set-proxy $serveraddrATL
$sipalicel5 set-proxy $serveraddrATL
$sipbob15 set-proxy $serveraddrATL
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$sipalicel6 set-proxy $serveraddrATL
$sipbob16 set-proxy $serveraddrATL
$sipalicel7 set-proxy $serveraddrATL
$sipbob17 set-proxy $serveraddrATL
$sipalicel8 set-proxy $serveraddrATL
$sipbob18 set-proxy $serveraddrATL
$sipalicel9 set-proxy $serveraddrATL
$sipbob19 set-proxy $serveraddrATL
$sipalice20 set-proxy $serveraddrATL
$sipbob20 set-proxy $serveraddrATL

# Set Record-Route on proxies
$sipATL set recordRoute_ 1
#$sipBLX set recordRoute_ 1

# Register proxies with DNS "God"
DNSGod register proxy atlanta.com $serveraddrATL
#DNSGod register proxy biloxi.com $serveraddrBLX

$ns_at 1 "$ns_ trace-annotate \"Registering alices Nodes@atlanta.com\""
$ns_ at 1 "$sipalicel register”
$ns_ at 1 "$sipalice2 register”
$ns_ at 1 "$sipalice3 register"”
$ns_ at 1 "$sipalice4 register"”
$ns_ at 1 "$sipalice5 register"”
$ns_ at 1 "$sipaliceb6 register"”
$ns_ at 1 "$sipalice? register"”
$ns_ at 1 "$sipalice8 register"”
$ns_ at 1 "$sipalice9 register”
$ns_ at 1 "$sipalicelO register"
$ns_ at 1 "$sipalicell register”
$ns_ at 1 "$sipalicel? register"
$ns_ at 1 "$sipalicel3 register”
$ns_ at 1 "$sipalicel4 register"
$ns_ at 1 "$sipalicels register”
$ns_ at 1 "$sipalicel6 register"
$ns_ at 1 "$sipalicel? register”
$ns_ at 1 "$sipalicel8 register"
$ns_ at 1 "$sipalicel9 register"
$ns_ at 1 "$sipalice20 register"

$ns_at 1.1 "$ns_ trace-annotate \"Registering bobs Nodes@atlanta.com\
$ns_at 1.1 "$sipbobl register"
$ns_ at 1.1 "$sipbob?2 register”
$ns_ at 1.1 "$sipbob3 register"
$ns_ at 1.1 "$sipbob4 register”
$ns_ at 1.1 "$sipbob5 register"
$ns_ at 1.1 "$sipbob6 register"
$ns_ at 1.1 "$sipbob7 register"
$ns_ at 1.1 "$sipbob8 register"
$ns_ at 1.1 "$sipbob9 register"
$ns_at 1.1 "$sipbobl0 register”
$ns_ at 1.1 "$sipbobl1 register”
$ns_at 1.1 "$sipbobl?2 register”
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$ns_at 1.1 "$sipbobl3 register”
$ns_at 1.1 "$sipbobl4 register”
$ns_at 1.1 "$sipbobl5 register”
$ns_at 1.1 "$sipbobl6 register”
$ns_at 1.1 "$sipbobl7 register”
$ns_at 1.1 "$sipbobl8 register”
$ns_ at 1.1 "$sipbobl19 register”
$ns_ at 1.1 "$sipbob20 register”

setu 170

# Sessions
$ns_ at 20 "$ns_ trace-annotate \"aliceNodes@atlant
to bobNodes@atlanta.com\""

$ns_ at 20 "$sipalicel invite bob1l atlanta.com bw 3
$ns_ at 25 "$sipalice2 invite bob2 atlanta.com bw 3
$ns_ at 30 "$sipalice3d invite bob3 atlanta.com bw 3
$ns_ at 35 "$sipalice4 invite bob4 atlanta.com bw 3
$ns_ at 40 "$sipalice5 invite bob5 atlanta.com bw 3
$ns_ at 45 "$sipalice6 invite bob6 atlanta.com bw 3
$ns_ at 50 "$sipalice7 invite bob7 atlanta.com bw 3
$ns_ at 55 "$sipalice8 invite bob8 atlanta.com bw 3
$ns_ at 60 "$sipalice9 invite bob9 atlanta.com bw 3
$ns_ at 65 "$sipalicel0 invite bob10 atlanta.com bw
$ns_ at 70 "$sipalicell invite bob11 atlanta.com bw
$ns_ at 75 "$sipalicel2 invite bob12 atlanta.com bw
$ns_ at 80 "$sipalicel3 invite bob13 atlanta.com bw
$ns_ at 85 "$sipalicel4 invite bob14 atlanta.com bw
$ns_ at 90 "$sipalicel5s invite bob15 atlanta.com bw
$ns_ at 95 "$sipalicel6 invite bob16 atlanta.com bw
$ns_ at 100 "$sipalicel? invite bob17 atlanta.com b
$ns_ at 105 "$sipalicel8 invite bob18 atlanta.com b
$ns_ at 110 "$sipalicel9 invite bob19 atlanta.com b
$ns_ at 115 "$sipalice20 invite bob20 atlanta.com b

$ns_ at $u "$ns_ trace-annotate \"bobsNodes@atlanta
aliceNodes@atlanta.com (any side may terminate the

$ns_ at $u "$sipbobl bye"
$ns_ at $u "$sipbob2 bye"
$ns_ at $u "$sipbob3 bye"
$ns_ at $u "$sipbob4 bye"
$ns_ at $u "$sipbob5 bye"
$ns_ at $u "$sipbob6 bye"
$ns_ at $u "$sipbob7 bye"
$ns_ at $u "$sipbob8 bye"
$ns_ at $u "$sipbob9 bye"
$ns_ at $u "$sipbobl10 bye"
$ns_ at $u "$sipbobll bye"
$ns_ at $u "$sipbobl2 bye"
$ns_ at $u "$sipbob13 bye"
$ns_ at $u "$sipbobl4 bye"
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$ns_ at $u "$sipbob15 bye"
$ns_ at $u "$sipbobl16 bye"
$ns_ at $u "$sipbobl7 bye"
$ns_ at $u "$sipbob18 bye"
$ns_ at $u "$sipbobl9 bye"
$ns_ at $u "$sipbob20 bye"

H

T

# here we have the exponential traffic
H

T

# here there are 32 pairs of nodes, sources and des
# they are different depending on the number of hop

# we can see them in the appendix B.1.4

for {set i 0} {$i < $num_traffic_flows } {incr i} {

HHtHHHHHHH A Traffic Agents for Applications

set src [new Agent/UDP]

set sink [new Agent/Null]

$ns_ attach-agent $sender($i) $src
$ns_ attach-agent $receiver($i) $sink
$ns_ connect $src $sink

set e [new Application/Traffic/Exponential]

$e attach-agent $src

$e set packetSize_ 32 ;# corresponds to a
about 20 ms for G729

$e set burst_time_ 350ms

$e set idle_time_ 650ms

$e setrate_ 12.8k #

set srcl [new Agent/UDP]

set sink1 [new Agent/Null]

$ns_ attach-agent $receiver($i) $srcl
$ns_ attach-agent $sender($i) $sinkl
$ns_ connect $srcl $sinkl

set el [new Application/Traffic/Exponential]

$el attach-agent $srcl

$el set packetSize 32 ;# corresponds to a
about 20 ms for G729

$el set burst_time_ 350ms

$el setidle_time_ 650ms

$el setrate_ 12.8k #for G729

#Schedule events for the Exponential agents
$ns_at 5.0 "$e start"
$ns_at 5.1 "$el start"

$ns_ at 185 "$e stop"
$ns_ at 185 "$el stop"

}
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HF H*

#Define a 'finish' procedure
proc finish {} {
global ns__ tracefd
$ns_ flush-trace
#Close the trace file
close $tracefd
exit 0

# Tell all nodes when the simulation ends
for {set i } {$i < $opt(nn) } {incr i} {

if {$i 1= 54 } {
$ns_ at $opt(stop).0 "$node_($i) reset";
}

}
$ns_ at $opt(stop).0 "$BS(0) reset";

$ns_ at 185 "puts \"NS EXITING...\" ; $ns_ halt"
$ns_ at $opt(stop).0001 "finish"

# informative headers for CMUTracefile

set title "parameters:";

puts $tracefd "$title SnumSimulation $num_bs_nodes
$num_traffic_flows "

puts "Starting Simulation..."
$ns_ run

B.1.1 Base station definition code

B.1.1.1 For one gateway

HHHHHH R BASE STATION O #H###HHHHHAHHHHHHT

#create 1 base-station node

set BS(0) [$ns_ node 1.0.54]

$BS(0) random-motion 0 ;# disable ran

set ra [ $BS(0) set ragent_]

$ra set debug_ 0
#$ra set rt_log_interval_ 1000
$ra set log_to_file_ 0
$ra set local_repair_ $opt(Irep)
$ra set lifeedback_ $opt(lifb)
$ra set hello_jittering_ 1
$ra set rreq_gratuitous_ 0
$ra set wait_on_reboot_ 0
$ra set internet_gw_mode_ 1
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$ra set expanding_ring_search_ $opt(expri

$ra set default_route_ $opt(defrte)

$ra visitors 1.0.0 1.0.1 1.0.2 1.0.3 1.0.
1.0.71.0.81.0.91.0.101.0.111.0.221.0.13 1.0.1
1.0.17 1.0.181.0.191.0.20 1.0.21 1.0.22 1.0.23 1.
1.0.27 1.0.281.0.291.0.30 1.0.31 1.0.32 1.0.33 1.
1.0.371.0.381.0.391.0.40 1.0.411.0.42 1.0.43 1.
1.0.471.0.481.0.491.0.501.0.511.0.521.0.53 1.
1.0.57 1.0.58 1.0.59 1.0.60 1.0.61 1.0.62 1.0.63 1.
1.0.67 1.0.681.0.69 1.0.70 1.0.711.0.72 1.0.73 1.
1.0.77 1.0.78 1.0.791.0.80 1.0.81 1.0.82 1.0.83 1.
1.0.871.0.881.0.89 1.0.90 1.0.91 1.0.92 1.0.93 1.
1.0.97 1.0.98 1.0.99

#base station placed instead of node_(54)
$BS(0) set X_800.0

$BS(0) set Y_ 1000.0

$BS(0) setZ_ 0.0

B.1.1.2 For two gateways

B BASE STATION O ##t#H#HHHHHHHH
#create 1 base-station node
set BS(0) [$ns_ node 1.0.100]
$BS(0) random-motion O ;# disable ran
set ra [ $BS(0) set ragent_]

$ra set debug_ 0

#%ra set rt_log_interval_ 1000

$ra set log_to_file_ 0

$ra set local_repair_ $opt(Irep)

$ra set lifeedback_ $opt(lifb)

$ra set hello_jittering_ 1

$ra set rreq_gratuitous_ 0

$ra set wait_on_reboot_ 0

$ra set internet_gw_mode_ 1

$ra set expanding_ring_search_ $opt(expri

$ra set default_route_ $opt(defrte)

$ra visitors 1.0.0 1.0.1 1.0.2 1.0.3 1.0.
1.0.71.081.091.0.101.0.2111.0.121.0.131.0.1
1.0.171.0.181.0.191.0.201.0.21 1.0.22 1.0.23 1.
1.0.27 1.0.281.0.291.0.301.0.31 1.0.32 1.0.33 1.
1.0.371.0.381.0.391.0.401.0.411.0.42 1.0.43 1.
1.0.47 1.0.48 1.0.491.0.501.0.51 1.0.52 1.0.53 1.
1.0.57 1.0.581.0.591.0.60 1.0.61 1.0.62 1.0.63 1.
1.0.67 1.0.68 1.0.691.0.701.0.71 1.0.72 1.0.73 1.
1.0.77 1.0.78 1.0.791.0.80 1.0.81 1.0.82 1.0.83 1.
1.0.87 1.0.881.0.891.0.901.0.91 1.0.92 1.0.93 1.
1.0.97 1.0.98 1.0.99
#base station placed instead of node_(27)
$BS(0) set X_ 400.0
$BS(0) set Y_ 400.0
$BS(0) setZ_ 0.0

set BS(1) [$ns_ node 2.0.0]
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$BS(1) random-motion 0 ;# disable ran
setra [ $BS(1) set ragent_]

$ra set debug_ 0

#%ra set rt_log_interval_ 1000

$ra set log_to_file_ 0

$ra set local_repair_ $opt(Irep)

$ra set lifeedback _ $opt(lifb)

$ra set hello_jittering_ 1

$ra set rreq_gratuitous_ 0

$ra set wait_on_reboot_ 0

$ra set internet_gw_mode_ 1

$ra set expanding_ring_search_ $opt(expri

$ra set default_route_ $opt(defrte)

$ra visitors 2.0.1 2.0.2 2.0.3 2.0.4 2.0.
2.0.82.0.92.0.102.0.11 2.0.12 2.0.13 2.0.14 2.0.
2.0.18 2.0.19 2.0.20 2.0.21 2.0.22 2.0.23 2.0.24 2.
2.0.28 2.0.29 2.0.30 2.0.31 2.0.32 2.0.33 2.0.34 2.
2.0.38 2.0.39 2.0.40 2.0.41 2.0.42 2.0.43 2.0.44 2.
2.0.48 2.0.49 2.0.50 2.0.51 2.0.52 2.0.53 2.0.54 2.
2.0.58 2.0.59 2.0.60 2.0.61 2.0.62 2.0.63 2.0.64 2.
2.0.68 2.0.69 2.0.70 2.0.71 2.0.72 2.0.73 2.0.74 2.
2.0.78 2.0.79 2.0.80 2.0.81 2.0.82 2.0.83 2.0.84 2.
2.0.88 2.0.89 2.0.90 2.0.91 2.0.92 2.0.93 2.0.94 2.
2.0.98 2.0.99

#base station placed instead of node_(77)
$BS(1) set X_ 1400.0

$BS(1) set Y_ 1400.0

$BS(1) setZ_ 0.0

B.1.1.3 For four gateways

HHHH AR BASE STATION O #####HHH#H#A#
#create 1 base-station node
set BS(0) [$ns_ node 1.0.100]
$BS(0) random-motion O ;# disable ran
set ra [ $BS(0) set ragent_]

$ra set debug_ 0

#$ra set rt_log_interval_ 1000

$ra set log_to_file_ 0

$ra set local_repair_ $opt(Irep)

$ra set lifeedback _ $opt(lifb)

$ra set hello_jittering_ 1

$ra set rreq_gratuitous_ 0

$ra set wait_on_reboot_ 0

$ra set internet_gw_mode_ 1

$ra set expanding_ring_search_ $opt(expri

$ra set default_route_ $opt(defrte)

$ra visitors 1.0.0 1.0.1 1.0.2 1.0.3 1.0.
1.0.121.0.131.0.141.0.201.0.21 1.0.22 1.0.23 1.
1.0.321.0.331.0.341.0.401.0.411.0.42 1.0.43 1.

#base station placed instead of node_(22)
$BS(0) set X_400.0
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$BS(0) set Y_ 400.0
$BS(0) setZ_ 0.0

HHHH AT BASE STATION 1 ####HH#HHIHHEH
#create 1 base-station node
set BS(1) [$ns_ node 2.0.0]
$BS(1) random-motion O ;# disable ran
setra [ $BS(1) set ragent_]

$ra set debug_ 0

#$ra set rt_log_interval_ 1000

$ra set log_to_file_ 0

$ra set local_repair_ $opt(Irep)

$ra set lifeedback _ $opt(lifb)

$ra set hello_jittering_ 1

$ra set rreq_gratuitous_ 0

$ra set wait_on_reboot_ 0

$ra set internet_gw_mode_ 1

$ra set expanding_ring_search_ $opt(expri

$ra set default_route_ $opt(defrte)

$ra visitors 2.0.5 2.0.6 2.0.7 2.0.8 2.0.
2.0.17 2.0.18 2.0.19 2.0.25 2.0.26 2.0.27 2.0.28 2.
2.0.37 2.0.38 2.0.39 2.0.45 2.0.46 2.0.47 2.0.48 2.

#base station placed instead of node_(54)
$BS(1) set X_ 1400.0

$BS(1) set Y_ 400.0

$BS(1) setZ_ 0.0

HipHHH BASE STATION 2 #HHHEHHHHHHHHHHH
#create 1 base-station node
set BS(2) [$ns_ node 3.0.0]
$BS(2) random-motion 0 ;# disable ran
set ra [ $BS(2) set ragent_]

$ra set debug_ 0

#$ra set rt_log_interval_ 1000

$ra set log_to_file_ 0

$ra set local_repair_ $opt(Irep)

$ra set lifeedback__ $opt(lifb)

$ra set hello_jittering_ 1

$ra set rreq_gratuitous_ 0

$ra set wait_on_reboot_ 0

$ra set internet_gw_mode_ 1

$ra set expanding_ring_search_ $opt(expri

$ra set default_route_ $opt(defrte)

$ra visitors 3.0.50 3.0.51 3.0.52 3.0.53
3.0.61 3.0.62 3.0.63 3.0.64 3.0.70 3.0.71 0.0.72 3.
3.0.81 3.0.82 3.0.83 3.0.84 3.0.90 3.0.91 3.0.92 3.

#base station placed instead of node_(72)
$BS(2) set X_ 400.0

$BS(2) set Y_ 1400.0

$BS(2) setZ_0.0

HitHH I BASE STATION 3 I
#create 1 base-station node
set BS(3) [$ns_ node 4.0.0]
$BS(3) random-motion 0 ;# disable ran
setra [ $BS(3) set ragent_]
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$ra set debug_ 0

#%ra set rt_log_interval_ 1000
$ra set log_to_file_ 0

$ra set local_repair_ $opt(Irep)
$ra set lifeedback__ $opt(lifb)
$ra set hello_jittering_ 1

$ra set rreq_gratuitous_ 0

$ra set wait_on_reboot_ 0

$ra set internet_gw_mode_ 1

$ra set expanding_ring_search_ $opt(expri ng)

$ra set default_route_ $opt(defrte)

$ra visitors 4.0.55 4.0.56 4.0.57 4.0.58 4.0.59 4.0.65
4.0.66 4.0.67 4.0.68 4.0.69 4.0.75 4.0.76 4.0.77 4. 0.78 4.0.79 4.0.85
4.0.86 4.0.87 4.0.88 4.0.89 4.0.95 4.0.96 4.0.97 4. 0.98 4.0.99

#base station placed instead of node_(77)
$BS(3) set X_ 1400.0

$BS(3) set Y_ 1400.0

$BS(3) setZ_0.0

#
#

B.1.2 Nodes placement

In next two points (B.1.3 SIP nodes and B.1.4 Exgmtial nodes ), the chosen nodes
for SIP and Exponential traffic flows in each siation are defined. In order to know
where exactly are placed, Figure 37 shows whichnthges are. The wired nodes (blue
points) are called “w(x)”, being x the number idéat that can be seen in the Figure.
The wireless nodes (green nodes) are called “najiebg¢ing x the number identifier that

can be seen in the Figure.
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B.1.3 SIP nodes
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Figure 37: Nodes number identifier

There are 5 groups of SIP nodes

B.1.3.1 First group

set callerl $node_(45)
set invitedl $node_(25)
set caller2 $node_(49)
setinvited2 $node_(78)
set caller3 $node_(5)
setinvited3 $node_(71)
set caller4 $node_(9)
setinvited4 $node_(83)
set caller5 $node_(26)
setinvited5 $node_(81)
set caller6 $node_(94)
setinvited6 $node_(95)
set caller7 $node_(32)
set invited7 $node_(6)
set caller8 $node_(59)
set invited8 $node_(16)
set caller9 $node_(44)
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setinvited9 $node_(80)
set callerl0 $node_(10)
set invited10 $node_(34)
set callerll $node_(65)
setinvited1ll $node_(55)
set caller12 $node_(53)
set invited12 $node_(69)
set callerl3 $node_(11)
set invited13 $node_(24)
set callerl4 $node_(82)
set invited14 $node_(38)
set callerl5 $node_(39)
set invited15 $node_(8)
set callerl6 $node_(37)
set invited16 $node_(1)
set callerl7 $node_(19)
set invited17 $node_(3)
set callerl8 $node_(64)
set invited18 $node_(0)
set callerl9 $node_(47)
set invited19 $node_(43)
set caller20 $node_(30)
set invited20 $node_(20)

B.1.3.2 Second group

set callerl $node_(89)
set invitedl $node_(16)
set caller2 $node_(30)
setinvited2 $node_(51)
set caller3 $node_(75)
set invited3 $node_(57)
set caller4 $node_(23)
setinvited4 $node_(19)
set caller5 $node_(56)
setinvited5 $node_(62)
set caller6 $node_(92)
setinvited6 $node_(40)
set caller7 $node_(31)
set invited7 $node_(98)
set caller8 $node_(38)
set invited8 $node_(20)
set caller9 $node_(34)
set invited9 $node_(44)
set callerl0 $node_(68)
set invited10 $node_(87)
set callerll $node_(93)
setinvited1l $node_(99)
set callerl2 $node_(25)
set invited12 $node_(86)
set callerl3 $node_(90)
set invited13 $node_(59)
set callerl4 $node_(33)
set invited14 $node_(96)
set callerl5 $node_(79)
set invited1l5 $node_(88)
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set callerl6 $node_(67)
set invited16 $node_(50)
set callerl7 $node_(81)
set invited1l7 $node_(24)
set callerl8 $node_(69)
set invited18 $node_(42)
set callerl9 $node_(0)
set invited19 $node_(52)
set caller20 $node_(8)
set invited20 $node_(70)

B.1.3.3 Third group

set callerl $node_(48)
setinvitedl $node_(67)
set caller2 $node_(50)
setinvited2 $node_(53)
set caller3 $node_(35)
set invited3 $node_(14)
set caller4 $node_(19)
set invited4 $node_(36)
set caller5 $node_(0)

set invited5 $node_(1)
set caller6 $node_(26)
setinvited6 $node_(17)
set caller7 $node_(55)
setinvited7 $node_(39)
set caller8 $node_(9)
setinvited8 $node_(28)
set caller9 $node_(88)
setinvited9 $node_(95)
set callerl0 $node_(11)
set invited10 $node_(20)
set callerll $node_(64)
set invitedll $node_(40)
set caller12 $node_(51)
set invited12 $node_(6)
set callerl3 $node_(61)
set invited13 $node_(86)
set callerl4 $node_(49)
set invited14 $node_(5)
set callerl5 $node_(68)
set invited1l5 $node_(32)
set callerl6 $node_(25)
set invited16 $node_(97)
set callerl7 $node_(58)
set invited1l7 $node_(70)
set callerl8 $node_(12)
set invited18 $node_(13)
set callerl9 $node_(92)
set invited19 $node_(38)
set caller20 $node_(33)
set invited20 $node_(16)
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B.1.3.4 Forth group

set callerl $node_(37)
setinvitedl $node_(25)
set caller2 $node_(4)
setinvited2 $node_(18)
set caller3 $node_(68)
set invited3 $node_(85)
set caller4 $node_(69)
set invited4 $node_(33)
set caller5 $node_(78)
set invited5 $node_(76)
set caller6 $node_(79)
set invited6 $node_(62)
set caller7 $node_(73)
set invited7 $node_(1)
set caller8 $node_(9)

set invited8 $node_(36)
set caller9 $node_(88)
setinvited9 $node_(55)
set callerl0 $node_(87)
set invited10 $node_(15)
set callerll $node_(44)
setinvited1l $node (8)
set callerl2 $node_(57)
setinvited12 $node_(39)
set callerl3 $node_(26)
set invited13 $node_(86)
set callerl4 $node_(12)
set invited14 $node_(30)
set callerl5 $node_(65)
set invited1l5 $node_(91)
set callerl6 $node_(98)
set invited16 $node_(74)
set callerl7 $node_(96)
set invited17 $node_(90)
set callerl8 $node_(28)
set invited18 $node_(34)
set callerl9 $node_(56)
set invited19 $node_(95)
set caller20 $node_(71)
set invited20 $node_(6)

B.1.3.5 Fifth group

set callerl $node_(61)
setinvitedl $node_(13)
set caller2 $node_(37)
setinvited2 $node_(2)
set caller3 $node_(28)
set invited3 $node_(82)
set caller4 $node_(46)
setinvited4 $node_(68)
set caller5 $node_(29)
set invited5 $node_(8)
set caller6 $node_(33)
set invited6 $node_(30)
set caller7 $node_(76)
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setinvited7 $node_(51)
set caller8 $node_(38)
setinvited8 $node_(12)
set caller9 $node_(25)
setinvited9 $node_(35)
set callerl0 $node_(7)
set invited10 $node_(64)
set callerll $node_(40)
set invitedll $node_(10)
set callerl2 $node_(66)
set invited12 $node_(39)
set callerl3 $node_(75)
set invited13 $node_(17)
set callerl4 $node_(43)
set invited14 $node_(4)
set callerl5 $node_(56)
set invited1l5 $node_(88)
set callerl6 $node_(55)
set invited16 $node_(14)
set callerl7 $node_(50)
set invited17 $node_(90)
set callerl8 $node_(71)
set invited18 $node_(97)
set callerl9 $node_(89)
set invited19 $node_(69)
set caller20 $node_(93)
set invited20 $node_(79)

B.1.4 Exponential nodes

B.1.4.1 Exponential nodes for 2 hops

set sender(0) $node_(1)
set sender(1) $node_(7)
set sender(2) $node_(69)
set sender(3) $node_(63)
set sender(4) $node_(31)
set sender(5) $node_(25)
set sender(6) $node_(65)
set sender(7) $node_(70)
set sender(8) $node_(11)
set sender(9) $node_(45)
set sender(10) $node_(76)
set sender(11) $node_(60)
set sender(12) $node_(43)
set sender(13) $node_(14)
set sender(14) $node_(57)
set sender(15) $node_(82)
set sender(16) $node_(20)
set sender(17) $node_(34)
set sender(18) $node_(58)
set sender(19) $node_(83)
set sender(20) $node_(32)
set sender(21) $node_(38)
set sender(22) $node_(74)
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set sender(23) $node_(51)
set sender(24) $node_(21)
set sender(25) $node_(35)
set sender(26) $node_(56)
set sender(27) $node_(87)
set sender(28) $node_(81)
set sender(29) $node_(52)
set sender(30) $node_(3)

set sender(31)

set receiver(0)
set receiver(1)
set receiver(2)
set receiver(3)
set receiver(4)
set receiver(5)
set receiver(6)
set receiver(7)
set receiver(8)
set receiver(9)
set receiver(10)
set receiver(11)
set receiver(12)
set receiver(13)
set receiver(14)
set receiver(15)
set receiver(16)
set receiver(17)
set receiver(18)
set receiver(19)
set receiver(20)
set receiver(21)
set receiver(22)
set receiver(23)
set receiver(24)
set receiver(25)
set receiver(26)
set receiver(27)
set receiver(28)
set receiver(29)
set receiver(30)
set receiver(31)

B.1.4.2 Exponential nodes for 3 hops

$node_(46)

$node_(10)
$node_(18)
$node_(78)
$W(3)
$node_(42)
$node_(36)
$W(4)
$node_(90)
$node_(13)
$W(5)
$node_(96)
$node_(80)
$W(6)
$node_(16)
$node_(68)
$node_(84)
$node_(40)
SW(7)
$node_(67)
$node_(94)
$node_(41)
$node_(49)
$W(8)
$node_(71)
$node_(30)
$node_(26)
$W(9)
$node_(89)
$node_(92)
$W(10)
$node_(5)
$node_(48)

set sender(0) $node_(1)
set sender(1) $node_(8)

set sender(2) $node_(79)
set sender(3) $node_(51)
set sender(4) $node_(2)
set sender(5) $node_(9)
set sender(6) $node_(57)
set sender(7) $node_(60)
set sender(8) $node_(10)
set sender(9) $node_(6)
set sender(10) $node_(66)
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set sender(11) $node_(74)
set sender(12) $node_(42)
set sender(13) $node_(7)

set sender(14) $node_(89)
set sender(15) $node_(70)
set sender(16) $node_(12)
set sender(17) $node_(35)
set sender(18) $node_(88)
set sender(19) $node_(61)
set sender(20) $node_(32)
set sender(21) $node_(16)
set sender(22) $node_(75)
set sender(23) $node_(80)
set sender(24) $node_(11)
set sender(25) $node_(46)
set sender(26) $node_(94)
set sender(27) $node_(62)
set sender(28) $node_(30)
set sender(29) $node_(37)
set sender(30) $node_(48)

set sender(31)

set receiver(0)
set receiver(1)
set receiver(2)
set receiver(3)
set receiver(4)
set receiver(5)
set receiver(6)
set receiver(7)
set receiver(8)
set receiver(9)
set receiver(10)
set receiver(11)
set receiver(12)
set receiver(13)
set receiver(14)
set receiver(15)
set receiver(16)
set receiver(17)
set receiver(18)
set receiver(19)
set receiver(20)
set receiver(21)
set receiver(22)
set receiver(23)
set receiver(24)
set receiver(25)
set receiver(26)
set receiver(27)
set receiver(28)
set receiver(29)
set receiver(30)
set receiver(31)

$node_(50)

$node_(4)
$node_(29)
$node_(98)
SW(3)
$node_(14)
$node_(17)
$W(4)
$node_(52)
$node_(40)
$node_(36)
$node_(96)
$W(5)
$W(6)
$node_(19)
$node_(97)
$node_(91)
$node_(0)
$W(7)
$node_(69)
$node_(64)
$node_(20)
$node_(28)
$W(8)
$node_(92)
$node_(41)
$W(9)
$node_(86)
$W(10)
$node_(33)
$node_(49)
$node_(78)
$node_(71)
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B.1.4.3 Exponential nodes for 4 hops

set sender(0) $node_(3)
set sender(1l) $node_(18)
set sender(2) $node_(78)
set sender(3) $node_(83)
set sender(4) $node_(20)
set sender(5) $node_(19)
set sender(6) $node_(76)
set sender(7) $node_(61)
set sender(8) $node_(1)
set sender(9) $node_(25)
set sender(10) $node_(68)
set sender(11) $node_(50)
set sender(12) $node_(32)
set sender(13) $node_(28)
set sender(14) $node_(66)
set sender(15) $node_(71)
set sender(16) $node_(11)
set sender(17) $node_(16)
set sender(18) $node_(95)
set sender(19) $node_(94)
set sender(20) $node_(12)
set sender(21) $node_(17)
set sender(22) $node_(85)
set sender(23) $node_(80)
set sender(24) $node_(14)
set sender(25) $node_(36)
set sender(26) $node_(59)
set sender(27) $node_(60)
set sender(28) $node_(52)
set sender(29) $node_(26)
set sender(30) $node_(69)

set sender(31)

set receiver(0)
set receiver(1)
set receiver(2)
set receiver(3)
set receiver(4)
set receiver(5)
set receiver(6)
set receiver(7)
set receiver(8)
set receiver(9)
set receiver(10)
set receiver(11)
set receiver(12)
set receiver(13)
set receiver(14)
set receiver(15)
set receiver(16)
set receiver(17)
set receiver(18)
set receiver(19)
set receiver(20)
set receiver(21)
set receiver(22)

$node_(62)

$node_(10)
$node_(39)
$node_(96)
$node_(3)
$node_(2)
$node_(37)
$node_(4)
$node_(92)
$node_(23)
$node_(5)
$node_(86)
$node_(81)
$node_(6)
$node_(6)
$node_(97)
$node_(75)
$node_(4)
$node_(29)
$node_(99)
$node_(7)
$node_(41)
$node_(57)
$node_(8)
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set receiver(23) $node_(51)
set receiver(24) $node_(9)
set receiver(25) $node_(10)
set receiver(26) $node_(88)
set receiver(27) $node_(91)
set receiver(28) $node_(21)
set receiver(29) $node_(48)
set receiver(30) $node_(98)
set receiver(31) $node_(93)

B.1.4.4 Exponential nodes for 5 hops

set sender(0) $node_(5)
set sender(1l) $node_(16)
set sender(2) $node_(98)
set sender(3) $node_(71)
set sender(4) $node_(0)
set sender(5) $node_(8)
set sender(6) $node_(59)
set sender(7) $node_(50)
set sender(8) $node_(14)
set sender(9) $node_(26)
set sender(10) $node_(56)
set sender(11) $node_(63)
set sender(12) $node_(13)
set sender(13) $node_(7)
set sender(14) $node_(58)
set sender(15) $node_(74)
set sender(16) $node_(21)
set sender(17) $node_(35)
set sender(18) $node_(55)
set sender(19) $node_(70)
set sender(20) $node_(1)
set sender(21) $node_(19)
set sender(22) $node_(68)
set sender(23) $node_(93)
set sender(24) $node_(10)
set sender(25) $node_(17)
set sender(26) $node_(88)
set sender(27) $node_(80)
set sender(28) $node_(31)
set sender(29) $node_(37)
set sender(30) $node_(65)
set sender(31) $node_(84)

set receiver(0) $node_(11)
set receiver(l) $node_(39)
set receiver(2) $node_(75)
set receiver(3) $W(3)

set receiver(4) $node_(41)
set receiver(5) $node_(36)
set receiver(6) $W(4)

set receiver(7) $node_(33)
set receiver(8) $node_(20)
set receiver(9) $W(5)

set receiver(10) $node_(79)
set receiver(11) $node_(91)
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set receiver(12)
set receiver(13)
set receiver(14)
set receiver(15)
set receiver(16)
set receiver(17)
set receiver(18)
set receiver(19)
set receiver(20)
set receiver(21)
set receiver(22)
set receiver(23)
set receiver(24)
set receiver(25)
set receiver(26)
set receiver(27)
set receiver(28)
set receiver(29)
set receiver(30)
set receiver(31)

$W(6)
$node_(48)
$node_(86)
$node_(51)
$node_(44)
$node_(18)
$node_(96)
$node_(42)
$node_(24)
$node_(47)
$W(7)
$W(8)
$node_(15)
$node_(49)
$node_(94)
$node_(52)
$W(9)
$W(10)
$node_(97)
$node_(61)

B.1.4.5 Exponential nodes for 6 hops

set sender(0) $node_(5)
set sender(1l) $node_(14)
set sender(2) $node_(84)
set sender(3) $node_(70)
set sender(4) $node_(3)
set sender(5) $node_(7)
set sender(6) $node_(87)
set sender(7) $node_(91)
set sender(8) $node_ (1)
set sender(9) $node_(16)
set sender(10) $node_(57)
set sender(11) $node_(75)
set sender(12) $node_(21)
set sender(13) $node_(24)
set sender(14) $node_(35)
set sender(15) $node_(32)
set sender(16) $node_(38)
set sender(17) $node_(92)
set sender(18) $node_(2)
set sender(19) $node_(97)
set sender(20) $node_(50)
set sender(21) $node_(4)
set sender(22) $node_(61)
set sender(23) $node_(64)
set sender(24) $node_(12)
set sender(25) $node_(69)
set sender(26) $node_(56)
set sender(27) $node_(33)
set sender(28) $node_(43)
set sender(29) $node_(93)
set sender(30) $node_(95)
set sender(31) $node_(25)
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set receiver(0)
set receiver(1)
set receiver(2)
set receiver(3)
set receiver(4)
set receiver(5)
set receiver(6)
set receiver(7)
set receiver(8)
set receiver(9)
set receiver(10)
set receiver(11)
set receiver(12)
set receiver(13)
set receiver(14)
set receiver(15)
set receiver(16)
set receiver(17)
set receiver(18)
set receiver(19)
set receiver(20)
set receiver(21)
set receiver(22)
set receiver(23)
set receiver(24)
set receiver(25)
set receiver(26)
set receiver(27)
set receiver(28)
set receiver(29)
set receiver(30)
set receiver(31)

B.1.4.6 Exponential nodes for 7 hops

$node_(10)
$node_(29)
$node_(79)
$W(3)
$node_(40)
$node_(58)
$W(4)
$node_(42)
$node_(52)
$W(5)
$node_(99)
$node_(80)
$W(6)
$node_(66)
$node_(86)
$node_(46)
$W(7)
$W(8)
$node_(44)
$node_(59)
$node_(34)
$node_(19)
$node_(94)
$node_(88)
$W(9)
$W(10)
$node_(83)
$node_(0)
$node_(37)
$node_(51)
$node_(68)
$node_(9)

set sender(0) $node_(5)
set sender(1) $node_(4)

set sender(2) $node_(58)
set sender(3) $node_(91)
set sender(4) $node_(12)
set sender(5) $node_(33)
set sender(6) $node_(88)
set sender(7) $node_(50)
set sender(8) $node_(0)
set sender(9) $node_(28)
set sender(10) $node_(86)
set sender(11) $node_(60)
set sender(12) $node_(11)
set sender(13) $node_(25)
set sender(14) $node_(64)
set sender(15) $node_(44)
set sender(16) $node_(20)
set sender(17) $node_(79)
set sender(18) $node_(61)
set sender(19) $node_(35)
set sender(20) $node_(32)
set sender(21) $node_(21)
set sender(22) $node_(41)
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set sender(23)
set sender(24)
set sender(25)
set sender(26)
set sender(27)
set sender(28)
set sender(29)
set sender(30)
set sender(31)

set receiver(0)
set receiver(1)
set receiver(2)
set receiver(3)
set receiver(4)
set receiver(5)
set receiver(6)
set receiver(7)
set receiver(8)
set receiver(9)
set receiver(10)
set receiver(11)
set receiver(12)
set receiver(13)
set receiver(14)
set receiver(15)
set receiver(16)
set receiver(17)
set receiver(18)
set receiver(19)
set receiver(20)
set receiver(21)
set receiver(22)
set receiver(23)
set receiver(24)
set receiver(25)
set receiver(26)
set receiver(27)
set receiver(28)
set receiver(29)
set receiver(30)
set receiver(31)

$node_(40)
$node_(80)
$node_(6)

$node_(13)
$node_(19)
$node_(42)
$node_(93)
$node_(96)
$node_(56)

$node_(30)
$node_(47)
$node_(95)
$W(3)
$node_(55)
$node_(18)
$W(4)
$node_(84)
$node_(52)
$W(5)
$node_(38)
$node_(94)
$W(6)
$node_(59)
$node_(98)
$node_(70)
SW(7)
$W(8)
$node_(46)
$node_(69)
$node_(74)
$node_(66)
$node_(26)
$node_(92)
$W(9)
$W(10)
$node_(65)
$node_(45)
$node_(76)
$node_(34)
$node_(48)
$node_(71)

144



C Post-tracing details

C.1 Post-tracing code files

C.1.1 Perl script to extract the exponential data and edt SIP setup delay from

each simulation

This file calculates the jitter, average and petitnf exponential end to end delay.

# type: perl networkProductivity v1.0.pl <trace fil
file
$infile=$ARGVI0];

open(trFile, 5ARGV[Q]) || die "we can not open the t
$ARGV[O]\n";
while (<trFile>) {

@values = split;

S$title= $values[0];

if ($title eq "parameters:") {

print
("\n+++++++++++++++++++++++++++++++++++++++++++++++
++\n");

print ("Simulation $values[2] gateways $values[3] h

exp_traffic flows $values[1] repetition \n");

print

L o o e 2 1 2 o
\n");

# informative headers for CMUTracefile

$number_gateways = $values[2];

$number_hops = $values[3];

$number_flows = $values [4];

fremememeemeeemeeees WIRED TRACE FORMAT -

if ($#values == 11) {
$event = $values|0];
$time = $values[1];
$from = $values [2];
$to = $values|[3];
$pkt_type = $values[4];
$pkt_size = $values[5];
$source = $values[8];
$destiny = $values|[9];
$pkt_id = $values[11];

H
e WIRED with EXP  -----
#this part is to analyse the packet delay

if ($pkt_type eq "exp") {
if (fevent eq "+") {
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if ($state[$pkt_id] ne "sent") {
if ($source =~ /0.0.$from/){
$start_time[$pkt_id] = $time;
Pstate[$pkt_id]="sent";
$total_sent++;

}

}
if (peventeq "r") {
if ($destiny =~ /0.0.$to/) {
if (pstate_end[$pkt_id] ne "received") {
$end_time[$pkt_id] = $time;

$packet_duration = $end_time[$pkt_id] -
$start_time[$pkt_id];

$duration[$num_packets]=$packet_duration;

$total_time = $total_time + $packet_duration;

$num_packets++;

$total_time_for_jitter = $total_time_for_jitter
+ $packet_duration;

$quad = $quad +
($packet_duration*$packet_duration);
$receives_delay_for _jitter++;
$total_recv++;

#print ("pakete recibido $pkt_id en tiempo
$end_time[$pkt_id] y enviado en $start_time[$pkt_id ] con delay
$packet_duration");

$state_end[$pkt_id]="received";

-------------------- WIRELESS TRACE FORMAT

H H R

if ($#values == 19) {

$event = $values|0];

$time = $values[1];

$node = $values[2];
$trace_name = $values[3];
$reason = $values[4];
$pkt_id = $values[5];
$pkt_type = $valuesl6];
$pkt_size = $values|7];
$time_to_send = $values[8];
$MAC_dst = $values[9];
$MAC_src = $values[10];
$type = $values[11];

$flags = $values[12];
$IP_src = $values[13];
$IP_dst = $values[14];
$seq_num = $values[17];
$num_fwd = $values[18];
$optimal_fwd = $values[19];
.
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#this part is to analy

WIRELESS withEXP - eeeee
se the packet delay

if ($pkt_type eq "exp") {

if (Jevent eq

') {

if ($state[$pkt_id] ne "sent") {

}

if (Pevent eq

$start_time[$pkt_id] = $time;
$state[$pkt_id]="sent";
$total_sent++;

™) A

if ($state_end[$pkt_id] ne "received") {

$start_time[$pkt_id];

$packet_duration;
$qua

$end_time [$pkt_id] = $time;
$state_end[$pkt_id]="received";
$packet_duration = $end_time[$pkt_id] -

$duration[$num_packets]=$packet_duration;
$total_time = $total_time + $packet_duration;
$num_packets++;

$total_time_for_jitter = $total_time_for_jitter

d = $quad +

($packet_duration*$packet_duration);
$receives_delay_for_jitter+ +;

$total_recv++;

b

------------ wireless for sip calls ---------------

if ($#tvalues==19) {
$event = $values[0];
$time = $values[1];
$node = $values[2];

$trace_name = $values|[3];
$reason = $values[4];

$pkt_id = $values[5]
$pkt_type = $values

[6];

$pkt_size = $values|[7];
$time_to_send = $values[8];
$MAC_dst = $values[9];
$MAC_src = $values[10];

$type = $values[11];
$flags = $values[12]

$IP_src = $values[13];
$IP_dst = $values[14];

$TTL = $values[15];

$next_hop = $values[16];

$seq_num = $values[17];

$num_fwd = $values[18];

$optimal_fwd = $values[19];

#this part is to analyce the SIP call delay set up

if (Jevent eq "s") {
if ($values[6]

eq "SIP_INVITE") {

if ($values[7] eq "800") {
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$concat_sent=$node.$seq_num;

if ($invitado{$concat_sent} ne "1") {
$start_SIP_call{$concat_sent}=$time;
$invitado{$concat_sent}="1";

}

if (Jevent eq "r") {
if ($pkt_type eq "SIP_200") {
if (Bpkt_size eq "530") {
$concat_rec = $node.$seq_num;
if (Jaccepted{$concat_rec} ne "1")}
$accepted{$concat_rec}="1";
$accepted_SIP_call{$concat_rec}=$time;

$sip_call_delay[$sip_aceptados]=$accepted_SIP_call
$start_SIP_call{$concat_rec};
$total_sip_call_delay=$total_sip_call_delay +
$sip_call_delay[$sip_aceptados];
$sip_aceptados++;
}

}
}

#to get the number of hops
if (fevent eq "r") {
if ($pkt_type eq "SIP_100") {
if ($pkt_size eq "230") {
if ($already{$node} ne "yes"}{
$already{$node}="yes";
#print ("node $node tiempo $time recibio el
100_ok\n");
$total_hops= $total_hops + $num_fwd;
$num_calculated_hops++;

}

}

}
if ($pkt_type eq "SIP_INVITE") {
if ($pkt_size eq "780") {
if ($already{$node} ne "yes"){
$already{$node}="yes";
#print ("nodo : $node tiempo $time rebibio
invitacion\n ");
$total_hops= $total_hops + $num_fwd,;
$num_calculated_hops++;

}

(S
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#este braket es del principio
close (trFile);

B R
#HHHHHHHAAFOR EXP TRAFFICH###HHH#HHHHH
HHHHHHHHHH

#this is the average delay
if (Jnum_packets = 0) {$avg_delay = $total_time/$n

@durationsort=sort {$a<=>$b}(@duration);

#compute 95 percenti

#for the exp packets

for ($i=0;$i<$num_packets;$i++) {
$variation_temp = $durationsort[$i] - $avg_delay;
$variation_abs=abs($variation_temp);
$square_variation= $variation_temp * $variation_tem
$square_total = $square_total + $square_variation;
}

$variance = $square_total / $num_packets;

$square_root_variance = sqrt ($variance);

$square_root_num_packets = sqrt ($num_packets);

$standar_error = $square_root_variance / $square_ro

$percentill = $avg_delay-(1.96 * $standar_error );
$percentil2 = $avg_delay+(1.96 * $standar_error );

if ($receives_delay_for_jitter '=0) {
$delay_variance = $quad / $receives_delay_for_jitte
$jitter_delay = $delay_variance - ($total_delay*$to

}
B R
B

print "ttt HiHHEHEN
print "#HHHHHE- - exp traffic HHHHHHAN
print "ttt HHHHEHEN

if (fnum_packets = 0) {$total_delay = $total_time/
print "exp: packets_sent: $total_sent\n";
print "exp: packets_received: $total_recv\n";
$templ = $total_sent - $total_recv;
$temp?2 = $templ / $total_sent;
print "exp: packet_lost_probability: $temp2\n";
print "exp: avg_delay: $avg_delay\n";
print "exp: Max_delay: $durationsort[$num_packets-1
print "exp: Min_delay: $durationsort[0]\n";
$jitter = sqrt ($jitter_delay);
print "exp: Jitter_delay: $jitter\n";
print "exp: 95_percentil_range: [ $percentill , $pe
print "\n";

}
@sip_call_delay_sort=sort {$a<=>$b}(@sip_call_delay

print " HHHHHHN

print "#HHHHHHE---SIp call invitations----#HH#H#H#AN
print "ttt HiHHEHEHN
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print "sip: total_hops: $total_hops\n";
print "sip: counted_hops: $num_calculated_hops\n";
print "number accepted sip call: $sip_aceptados\n®;
$temp = $num_calculated_hops / 2;
$avg_hops = $total_hops / $temp;
print "sip: avg_hops: $avg_hops\n“;
for ($x=0;$x<$sip_aceptados;$x++) {

print "sip: sip_time: $sip_call_delay_sort[$x]\n";
}

C.1.2 Perl script to make the average of Exponential andSIP values already

extracted with Perl script C.1.1.

This file takes the Exponential and SIP valuesamhesimulation to make a new file with

new data of 5 repetitions of one simulation. ltco#tes the jitter, average and percentile

of SIP setup delays. It calculates the call blocbpbility as well.

This creates two files with the SIP setup delaytibnes in an appropriated format to

plot the graphs with Gnuplot.

# type: perl averag.....pl <trace file> > outp
sub average {

local($n, $somma, $media);

foreach $n (@_) {

$somma += $n;

}
$media = $somma/($#_+1);
return ($media);

sub jitter {

local($n, $somma, $media,$quad,$variance,$sqr_avg,$
$n = 0;

$somma = 0;

$media = 0;

$quad = 0;

$variance = 0;

$sqr_avg = 0;

$sqr_jitter = 0;

$computed_jitter = 0;

foreach $n (@_) {

$somma += $n;

}

$media = $somma/($#_+1);
foreach $n (@_) {

$quad +=$n * $n;

}

$variance = $quad /($#_+1);
$sqr_avg = $media * $media;
$sqr_jitter = $variance - $sqr_avg;
$computed_jitter = sqrt($sqr_jitter);
return ($computed_jitter);
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sub percentil {

local($n, $somma, $media);
$n =0;

$somma = 0;

$media = 0;
$variation_temp = 0;
$square_variation = 0;
$square_total = 0;
$variance = 0;
$square_root_variance = 0;
$square_root_num_packets = 0;
$standar_error = 0;

foreach $n (@_) {
$somma += $n;

$media = $somma/($#_+1);

foreach $n (@_) {

$variation_temp = $n - $media;

$square_variation= $variation_temp * $variation_tem
$square_total = $square_total + $square_variation;

}

$variance = $square_total / ($#_+1);
$square_root_variance = sqrt ($variance);
$square_root_num_packets = sqrt ($#_+1);
$standar_error = $square_root_variance / $square_ro
$percentill = $media - (1.96 * $standar_error );
$percentil2 = $media + (1.96 * $standar_error );
return ("[$percentill,$percentil2]");

}

$infile=$ARGV[0];
$number_sip = 0;
$number_sip_within_2 = 0;
$number_sip_within_5 = 0;
$number_sip_within_10 = 0;
$number_repetitions = 0;

open(trFile, 5ARGV[Q]) || die "we can not open the t
$ARGV[O]\n";
while (<trFile>) {

@values = split;

# working with exp results

if ($values[0] eq "Simulation") { $number_repetitio
S$title= $values[0];

if ($already _title != 1) {

if ($title eq "Simulation") {

$already _title = 1;

Print ("B xS
print ("Simulation $values[1] gateways $values[3] h
\n");

Print (“HHHHHHHHHHHHHH S ook T
$number_flows = $values[5];

$gateways=$values[1];

$hops=$values[3];

}
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}
if (values[0] eq "exp:") {
if ($values[1] eq "packets_sent:") {
$total_packets_sent += $values[2];
$cont_packets_sent +=1;

if ($values[1] eq "packets_received:") {
$total_packets_recev += $values[2];
$cont_packets_recev += 1;

}

if (pvalues[1] eq "avg_delay:") {
$total_delay += $values[2];
$cont_delay += 1;

}
if ($values[1] eq "Max_delay:") {
if (BMax_delay < $values[2]) {$Max_delay = $value

}
if (values[1] eq "Min_delay:") {
if (Min_delay < $values[2]) {$Min_delay = $value

}

if ($values[1] eq "Jitter_delay:") {
$total_jitter += $values[2];
$cont_jitter += 1;

}

if ($values[1] eq "packet_lost_probability:") {
$total_p_|_p += $values[2];
$cont_p_|_p +=1;

if ($values[1] eq "95_percentil_range:") {
$min_95perc += $values[3];
$max_95perc += $values[5];
$cont_95perc +=1;

}
}

# working with sip results
if (values[0] eq "sip:") {
if ($values[1] eq "sip_time:") {
$sip_times[$number_sip] = $values[2];
$number_sip += 1;
if ($values[2] < 2) {
$sip_times_within_2[$number_sip_within_2]=%value
$number_sip_within_2++;

}
if ($values[2] < 5) {
$sip_times_within_5[$number_sip_within_5]=$value
$number_sip_within_5++;
}
if (Bvalues[2] < 10) {
$sip_times_within_10[$number_sip_within_10]=$value
$number_sip_within_10++;
}
}
if (Bvalues[1] eq "avg_hops:") {
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$total_hops += $values[2];
$cont_hops +=1;

}

close (trFile);

# compute for exp results

if ($total_packets_recev 1= 0) {

$total_sent = $total_packets_sent / $cont_packets_s
$total_recv = $total_packets_recev / $cont_packets_
$packet_lost_prob = $total_p_|_p / $cont_p_I_p;
$avg_delay = $total_delay / $cont_delay;

$jitter = $total_jitter / $cont _jitter;

$exp_percentill = $min_95perc / $cont_95perc;
$exp_percentil2 = $max_95perc / $cont_95perc;

print "$number_flows flows #####\N";

print "$number_flows flows ###t#HH#------- exp traffi
simulations----##H##H###H\N ",

print "$number_flows flows ###H#H#\n";

print "$number_flows flows exp: packets_sent: $tota
print "$number_flows flows exp: packets_recibidos:
print "$number_flows flows exp: packets_lost_prob:
$packet_lost_prob\n“;

print "$number_flows flows exp: avg_delay: $avg_del
print "$number_flows flows exp: Max_delay: $Max_del
print "$number_flows flows exp: Min_delay: $Min_del
print "$number_flows flows exp: Jitter_delay : $jit
print "$number_flows flows exp: 95_percentil_range:
$exp_percentil2 \n";

print "\n";

}

if (Jnumber_sip 1=0) {
@sip_times_sort=sort{$a<=>$b}(@sip_times);
$avg_hops = $total_hops / $cont_hops;

print "$number_flows flows ##t#####

-------- FHHHHHHHN",

print "$Snumber_flows flows #####Ht#------------ ALL S
-------- FHHHHHHHN",

print "$number_flows flows ####H#H##

-------- HHHHHHHHN",

print "

print "$number_flows flows sip: hops_avg: $avg_hops

$possible = $number_repetitions * 20;

$not_done = $possible - Snumber_sip;
$block_p=$not_done/$possible;

$sip_avg = &average(@sip_times_sort);

print "$number_flows flows sip: sip_call_block_prob
\n";

print "$number_flows flows sip: avg_delay: ";print
&average(@sip_times_sort);

print "\n$number_flows flows sip: Max_delay:
$sip_times_sort[$number_sip-1] \n";

print "$number_flows flows sip: Min_ delay: $sip_ti
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print "$number_flows flows sip: Jitter_delay : ";pr
&jitter(@sip_times_sort);
print "\n$number_flows flows sip: 95_percentil_rang
&percentil(@sip_times_sort);
print "\n";
foreach $n (@sip_times_sort) {
$x = int($n);
print ("\n $number_flows flows sip: sip_time
$calls_per_second[$x]++;

$fileA="calls_per_seconds_.$gateways.gateways.$hops
flows.dat";
$fileB="calls_until__second_.$gateways.gateways.$ho
s.flows.dat";
open (A,">$fileA");
open (B,">$fileB");
print A "#calls_per_second simulation
gateways:$values[1]hops:$values[3]flows:$number_flo
print B "#calls_until_second simulation gateways: $
$values[3] flows: $number_flows";
for ($i = 0; $i<=$x+1; $i++) {
if (exists $calls_per_second[$i]){

print A ("\n$i\t$calls_per_second[$i]");

Jelse{

print A ("\n$i\t0");

}

}
for ($i = 0; $i<=$x+1; $i++) {

$calls_until_second[$i]=$calls_per_second[$i]+$call
1];

}
close(A);
close(B);
print "\n";
my @calls_per_second = ();

print B ("\n$i\t$calls_until_second[$i]");

}

if (Jnumber_sip_within_10!=0) {
@sip_times_within_10_sort=sort{$a<=>$b}(@sip_times_
print "I

print “#HHEH - - --- SIP CALL WITHIN 10 SECONDS-
HHH AN,

print "

$possible10 = $number_repetitions * 20;

$not_donel0 = $possiblel0 - $number_sip_within_10;
$block_pl10=$not_donel0/$possiblel0;

print "$number_flows flows sip_valid_10: sip_valid_
$block_p10\n";

print "$number_flows flows sip_valid_10: avg_delay:
print &average(@sip_times_within_10_sort);

print "\n$number_flows flows sip_valid_10: Max_dela
$sip_times_within_10_sort[$number_sip_within_10-1]
print "$number_flows flows sip_valid_10: Min_delay:
$sip_times_within_10_sort[0O]\n";

print "$number_flows flows sip_valid_10: Jitter_del
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print &jitter(@sip_times_within_10_sort);

print "\n$number_flows flows sip_valid_10: 95_perce
print &percentil(@sip_times_within_10_sort);

print "\n";

}

if (number_sip_within_5!=0) {
@sip_times_within_5_sort=sort{$a<=>$b}(@sip_times_w
print "I

print " ---------- SIP CALL WITHIN 5 SECONDS--
print "

$possible5 = $number_repetitions * 20;

$not_done5 = $possible5 - $number_sip_within_5;
$block_p5=$not_done5/$possible5;

print "$number_flows flows sip_valid_5: sip_valid_c
$block_p5\n";

print "$number_flows flows sip_valid_5: avg_delay:"
print &average(@sip_times_within_5_sort);

print "\n$number_flows flows sip_valid_5: Max_delay
$sip_times_within_5_sort[$number_sip_within_5-1] \n
print "$number_flows flows sip_valid_5: Min_delay:
$sip_times_within_5_sort[0]\n";

print "$number_flows flows sip_valid_5: Jitter_dela
print &jitter(@sip_times_within_5_sort);

print "\n$number_flows flows sip_valid_5: 95_percen
&percentil(@sip_times_within_5_sort);

print "\n";

}

if (Jnumber_sip_within_21=0) {
@sip_times_within_2_sort=sort{$a<=>$b}(@sip_times_w
print "

print “#HHEH---------- SIP CALL WITHIN 2 SECONDS--
print "

$possible2 = $number_repetitions * 20;

$not_done2 = $possible2 - $number_sip_within_2;
$block_p2=$not_done2/$possible2;

print "$number_flows flows sip_valid_2: sip_valid_c
$block_p2\n";

print "$number_flows flows sip_valid_2: avg_delay:"
&average(@sip_times_within_2_sort);

print "\n$number_flows flows sip_valid_2: Max_delay
$sip_times_within_2_sort[$number_sip_within_2-1] \n
print "$number_flows flows sip_valid_2: Min_delay:
$sip_times_within_2_sort[0\n";

print "$number_flows flows sip_valid_2: Jitter_dela
&jitter(@sip_times_within_2_sort);

print "\n$number_flows flows sip_valid_2: 95_percen
&percentil(@sip_times_within_2_sort);

print "\n";

}

C.1.3 Perl script to count the number of SIP hops

ntil_range: ";
ithin_5);

-------- AN,
-------- AN,
-------- AN,
all_probability:

y

til_range:"; print

ithin_2);

-------- BN,
-------- N,
-------- HHHHHEHHHEAN ",

all_probability:

;print

y :"; print

til_range:";print

This file count the number of SIP hops when thesea get initiated.

$infile=$ARGV]0];
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$total_hops=0;

$num_calculated_hops=0;

open(trFile, 5ARGV[Q]) || die "we can not open the t
$ARGV[O]\n";

while (<trFile>) {

@values = split;

S$title= $values[0];
if ($title eq "parameters:") {
print
("\n+++++++++++++++++++++++++++++++++++++++++++++++
++\n");
print ("Simulation $values[2] gateways $values[3] h
exp_traffic flows $values[1] repetition \n");
print
B I B B T T o o0
\n");
# informative headers for CMUTracefile
$number_gateways = $values[2];
$number_hops = $values[3];
$number_flows = $values [4];

if ($#values==19) {

$event = $values[0];

$time = $values[1];

$node = $values[2];
$trace_name = $values|[3];
$reason = $values[4];
$pkt_id = $values|5];
$pkt_type = $valuesl6];
$pkt_size = $values|7];
$time_to_send = $values[8];
$MAC_dst = $values[9];
$MAC_src = $values[10];
$type = $values[11];

$flags = $values[12];
$IP_src = $values[13];
$IP_dst = $values[14];
$TTL = $values[15];
$next_hop = $values[16];
$seq_num = $values[17];
$num_fwd = $values[18];
$optimal_fwd = $values[19];

#to get the number of hops
if (Jevent eq "r") {
if ($pkt_type eq "SIP_200") {
if (Bpkt_size eq "530") {
$total_hops= $total_hops + $num_fwd;
$num_calculated_hops++;

}
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}
if (Bpkt_type eq "SIP_ACK") {
if (Bpkt_size eq "280") {
$total_hops= $total_hops + $num_fwd;
$num_calculated_hops++;

}

}
}
}

#este braket es del principio
close (trFile);

print "hp: $number_hops gt: $number_gateways fl: $n umber_flows
total_hops: $total_hops number_calls: $num_calculat ed_hops\n");

C.1.4 Perl script to extract the exponential information of each exponential traffic
flow
This script is important because this calculatehal performance parameters for each

exponential traffic flow separately.

# type: perl network_by_exp <trace file> > out put file

sub average {

local($n, $somma, $media);
foreach $n (@_) {

$somma += $n;

}

$media = $somma/($#_+1);
return ($media);

sub jitter {

local($n, $somma, $media,$quad,$variance,$sqr_avg,$ sqr_jitter);
$n =0;

$somma = 0;

$media = 0;

$quad = 0;

$variance = 0;

$sqr_avg = 0;

$sqr_jitter = 0;
$computed_jitter = 0;
foreach $n (@_) {

$somma += $n;

}

$media = $somma/($#_+1);
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foreach $n (@_) {

$quad +=$n * $n;

}

$variance = $quad /($#_+1);
$sqr_avg = $media * $media;
$sqr_jitter = $variance - $sqr_avg;
$computed_jitter = sqrt($sqr_jitter);
return ($computed_jitter);

sub percentil {

local($n, $somma, $media);
$n =0;

$somma = 0;

$media = 0;
$variation_temp = 0;
$square_variation = 0;
$square_total = 0;
$variance = 0;
$square_root_variance = 0;
$square_root_num_packets = 0;
$standar_error = 0;

foreach $n (@_) {
$somma += $n;

}

$media = $somma/($#_+1);

foreach $n (@_) {

$variation_temp = $n - $media;

$square_variation= $variation_temp * $variation_tem
$square_total = $square_total + $square_variation;

}

$variance = $square_total / ($#_+1);
$square_root_variance = sqrt ($variance);
$square_root_num_packets = sqrt ($#_+1);
$standar_error = $square_root_variance / $square_ro
$percentill = $media - (1.96 * $standar_error );
$percentil2 = $media + (1.96 * $standar_error );
return ("$percentill,$percentil2");

}

$infile=$ARGVI0];
$flows_identified = 0;

open(trFile, 5ARGV[Q]) || die "we can not open the t
$ARGV[O]\n";

while (<trFile>) {

@values = split;

S$title= $values[0];

if ($title eq "parameters:") {

print

("\NHHHH
++\n");

print ("Simulation $values[2] gateways $values[3] h

exp_traffic flows $values[1] repetition \n");
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print
B o o o o o S o e o o L o o o o e o o e o I o o I o o
\n");

$number_flows = $values[4];

#H
HiH#H WIRED TRACE FORMAT ==
HH-

if ($#values == 11) {

$event = $values[0];
$time = $values[1];
$from = $values [2];
$to = $values|[3];
$pkt_type = $values[4];
$pkt_size = $values|[5];
$source = $values[8];
$destiny = $values[9];
$pkt_id = $values[11];

S
HH# WIRED with EXP  ----

#

##this part is to analyse the packet delay

if ($pkt_type eq "exp") {
if (fevent eq "+") {
if ($state[$pkt_id] ne "sent") {
if ($source =~ /0.0.$from/){
$src = substr($source,0,leng th($source)-2);
$dst = substr($destiny,0,len gth($destiny)-2);
$concat_1 = $src.".".$dst;
$concat_2 = $dst.".".$src;
#print ("$concat_1............ $concat_2\n" );
$flow_id = "xx";

for ($i=0;$i<$flows_identified;$i++) {
if (($concat_1 eq $flow[S$i]) or ($concat_2 eq
$flow[$i])) {
# print ("ver si son iguales en wired:conc atl

:$concat_1......$flow[$i].....concat 2
in$concat_2.....$flow[$i]...\n");

$flow_id = $i;
$iguales++;
}
}
if ($flow_id eq "xx") {
#print ("concat 1 :::$concat_1......$flow[$i].... .concat 2
in$concat_2.....$flow[$i]...\n");
# print ("no existe en wired............. $flows _i dentified\n");

$flow[$flows_identified] = $concat_1;
$flow_id=%$flow_identified;
$flows_identified++;
}
$start_time[$pkt_id] = $time;
$state[$pkt_id]="sent";
$total_sent[$flow_id]++;
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}
}
}
if (Jevent eq "r") {
if ($destiny =~ /0.0.$to/) {
if ($state_end[$pkt_id] ne "received") {
#print ("esta es fuente y destino de
$source......... $destiny \n");
$src = substr($source,0,length($source)-2);
$dst = substr($destiny,0,length($destiny)-2);
#print ("esta esl a fuente y destino despues de
sustraer el numero de puerto $concat_1............ $ concat_2\n");

$concat_1 = $src.".". $dst;
$concat_2 = $dst.".".$src;
#print ("$concat_1............ $concat_2\n");
$flow_id = "xx";
for ($i=0;$i<$flows_identified;$i++) {
if ($concat_1 eq $flow[$i]) or
($concat_2 eq $flow[$i])) {

$Sflow_id = $i;
$iguales++;
}
}
if ($flow_id eq "xx") {
# print ("concat 1 :::$concat_1......$flow[$i].. ...concat
2 ::i$concat 2.....$flow[$i]..\n");
# print ("no existe en
wired............. $flows_identified\n");
$flow[$flows_identified] = $concat 1
$flow_id=$flow_identified;
$flows_identified++;
}
if ($state[$pkt_id] eq "sent") {
$end_time[$pkt_id] = $time;
$packet_duration = $end_time[$pkt_id] - $s tart_time[$pkt_id];
$duration[$flow_id][$total_recv[$flow_id]] =$packet_duration;
$total_time[$flow_id] = $total_time[$flow_ id] +

$packet_duration;
$total_time_for_jitter[$flow_id] =
$total_time_for_jitter[$flow_id] + $packet_duration ;
$quad[$flow_id] = $quad[$flow_id] +
($packet_duration*$packet_duration);
$receives_delay_for_jitter[$flow_id]++;
$total_recv[$flow_id]++;

#print ("pakete recibido $pkt_id en tiempo $end_time[$pkt_id]
y enviado en $start_time[$pkt_id] con delay $packet _duration");
$state_end[$pkt_id]="received";
}
}
}
}
}
}
S — WIRELESS TRACE FORMAT ~ =oeeeeee
H e —————————— e
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if ($#tvalues == 19) {

$event = $values|0];

$time = $values[1];

$node = $values[2];
$trace_name = $values|[3];
$reason = $values[4];
$pkt_id = $values[5];
$pkt_type = $valuesl6];
$pkt_size = $values|[7];
$time_to_send = $values[8];
$MAC_dst = $values[9];
$MAC_src = $values[10];
$type = $values[11];

$flags = $values[12];
$IP_src = $values[13];
$IP_dst = $values[14];
$seq_num = $values[17];
$num_fwd = $values[18];
$optimal_fwd = $values[19];

H
Homm - WIRELESS with EXP -
if ($pkt_type eq "exp") {
@separada = split(/:/, $IP_src);
@separada2=split (//,$separada[0]);
$src = $separadal0];
if ($separada2[0] eq "["){
$src = substr($separada[0],1,length($separ
}

@separada = split(/:/, $IP_dst);
@separada2=split (//,$separada[0]);
$dst = $separadal0];
if ($separada2[0] eq “["|{

$dst = substr($separada[0],1,length($separ
}

$concat_1 = $src.".". $dst;
$concat_2 = $dst.".".$src;

#print ("$concat_1............ $concat_2\n");
$flow_id = "xx";
for ($i=0;$i<$number_flows;$i++) {
if (($concat_1 eq $flow[$i]) or ($concat_2 eq
Sflow[$i])) {
$Sflow_id = $i;
$iguales++;

}

}

if ($flow_id eq "xx") {

#print ("no existe............. $flows_identified
$flow[$flows_identified] = $concat_1;
$flow_id=$flow_identified;
$flows_identified++;

}
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#this part is to analyse the packet delay
if ($pkt_type eq "exp") {
if (Jevent eq "s") {
if ($state[$pkt_id] ne "sent") {
$start_time[$pkt_id] = $time;
$state[$pkt_id]="sent";
$total_sent[$flow_id]++;

}

}
if (peventeq "r") {
if (pstate_end[$pkt_id] ne "received") {
if ($state[$pkt_id] eq "sent") {
$end_time [$pkt_id] = $time;
$state_end[$pkt_id]="received";
$packet_duration = $end_time[$pkt_id] -
$start_time[$pkt_id];

$duration[$flow_id][$total_recv[$flow_id]]=$packet _duration;
$total_time[$flow_id] = $total_time[$flow_id] +
$packet_duration;
$total_time_for_jitter[$flow_id] =
$total_time_for_jitter[$flow_id] + $packet_duration ;
$quad[$flow_id] = $quad[$flow_id] +
($packet_duration*$packet_duration);
$receives_delay for_jitter[$flow_id]++;
$total_recv[$flow_id]++;

}

close (trFile);

HHHH R R R R
#HHHHHAHHFOR EXP TRAFFICHA#HHHHHHHHH
HHHH R R R R R
for ($i=0;$i<$flows_identified;$i++) {

my @temp_matrix = ();

for ($x=0;$x<$total_recv[$i];$x++) {
$temp_matrix[$x] = $duration[$i][$x];

}

@temp_matrix_sort=sort{$a<=>$b}(@temp_matrix);

#print "HHHHH HHEHHHHH n";
print "###HH flow number $i : $flow[Si|##HERHAN "
#print "HEHHHH HHEHHHHHA n";
#print ("exp: packets_received: $total_recv[$i] \n" );

#print ("exp: packets_sent: $total_sent[$i] \n");
$templ = $total_sent[$i] - $total_recv[$i];
$temp2 = $templ / $total_sent[$i];

print (“parties_flow: $flow[$i\n");

print "hp: $values[3] gt: $values[2] fl: $values[4] plr: $temp2\t";
print ("avg_delay: ");print &average(@temp_matrix_s ort);
print "\tMax_delay: $temp_matrix_sort[$total_recv[$ i-1]\t";
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print "Min_delay: $temp_matrix_sort[O]\t";

print "Jitter_delay :"; print &jitter(@temp_matrix_ sort);
print "\t95_percent: ";print &percentil(@temp_matri x_sort);
print ("\n");

}

C.1.5 Perl script to calculate the percentage of validatls
This file extract the percentage of valid callsnfrthe file which is generated with all

the exponential traffic flows performance paransetaiculated in C.1.4

$infile=SARGV/[0];

my @valids = ();
my @invalids = ();
my @percent_valids = ();

open(trFile, 5ARGV[Q]) || die "we can not open the t race file
$ARGV[O]\n";
while (<trFile>) {

@values = split;

$first_word= $values|0];
if ($first_word eq "hp:") {

$number_hops = $values[1];
$number_gateways = $values[3];
$number_flows = $values[5];
$plr = $values|[7];

$avg_delay = $values[9];

if ($plr < 0.05) & ($avg_delay < 0.125)){

$valids[$number_hops][$number_gateways][$number_fl ows] =
$valids[$number_hops][$number_gateways][$number_flo ws]+1;
}else {

$invalids[$number_hops][$number_gateways][$number_ flows] =
$invalids[$number_hops][$number_gateways][$number_f lows] + 1 ;
}
}
}

$gateway[0]=1;
$gateway[1]=2;
$gateway[2]=4;

WNEPEFP S

MRrODN

for ($x = 2; $x<8; $x++) { # este for es para los n umero de hops
$fileA="exponential_valids.$x.hops.dat";
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open (A,">$fileA");

for ($j = 0; $j<6; $j++) { # este for es para nume ro de flows
for ($i = 0; $i<3; $i++) { # este para las gatewa ys
$validas = $valids[$x][$gateway[Si]][$flows[$]]];
$invalidas = $invalids[$x][$gateway[$i]][$flows[$ i

$total =$validas+$invalidas;

$result = $validas/$total;

#print ("aki el total y validas $total $validas") ;
$result = $result*100;

#$total = $valids[$x][Sgateway[$i]][$flows[$i]] +
$invalids[$x][$gateway[$i]][$flows[$i]];
}
print A ("\n");
close (A);

C.1.6 Perl script to create SIP user nodes randomly
This file chooses 40 nodes to be SIP user nodesfifgt lines don't allow the script

to choose the nodes that act as gateways.

$i=6;
$randon[1]=22;
$randon[2]=27;
$randon[3]=72;
$randon[4]=77;
$randon[5]=54;
while ($i <= 46) {
$a=rand (100);
$b=int($a);

$state = "different”;
#print("$state\n”);

foreach $x (@randon) {
if ($b eq $x) {
# it is already choosen
$state = "already";
}

}
if ($state ne "already"){

$randon[$i]=$b;
# print ("the node number $i is $b\n");
$i++;
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}

print("++++++++++++++H+ ),

print("+++ print all nodes  +++");
print("++++++++++++++HH+ ),

foreach $valid (@randon) {
print(" $valid \n");
}

C.1.7 Perl script to extract the exponential packet lossate classified in intra and

outgoing traffic flows
$infile=$ARGV/[0];
my @valids = ();

my @invalids = ();
my @percent_valids = ();

open(trFile, 5ARGV[Q]) || die "we can not open the t race file
$ARGV[O\n";

while (<trFile>) {

@values = split;

$first_word= $values|0];

if ($first_word eq "parties_flow:") {

$parties = $values[1];
if ($parties =~ /0.0./) {

$state = "out";
}else{

$state = "in";
}

}

if ($first_word eq "hp:") {

$number_hops = $values[1];
$number_gateways = $values[3];
$number_flows = $values[5];
$plr = $values|[7];

$avg_delay = $values[9];

if ($state eq "out")}{

$plr_out[$number_hops][$number_gateways][$number_f lows] =
$plr_out[$number_hops][$number_gateways][$number_fl ows] + $plr ;

$count_plr_out[$number_hops][$number_gateways][$nu mber_flows] =
$count_plr_out[$number_hops][$number_gateways][$num ber_flows]+1;

}
if (state eq "in"){

$plr_in[$number_hops][$number_gateways][$number_fl ows] =
$plr_in[$number_hops][$number_gateways][$number_flo ws] + $plr ;
$count_plr_in[$number_hops][$number_gateways][$num ber_flows] =
$count_plr_in[$number_hops][$number_gateways][$numb er_flows]+1;
}
}
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}
$gateway[0]=1;
$gateway[1]=2;
$gateway[2]=4;
$flows[0]=4;
$flows[1]=8;
$flows[2]=12;
$flows[3]=16;
$flows[4]=24;
$flows[5]=32;

$fileA="plr_out.dat";
open (A,">%fileA");

for ($x = 2; $x<8; $x++) {
print A ("packet loss rate for $x hops \n\n");
for ($j = 0; $j<6; $j++) { # este for es para nume
print A ("$flows[$]]");
for ($i = 0; $i<3; $i++) { # este para las gatewa
$plr_out = $plr_out[$x][$gateway[$i]][$flows[$]]]
$plr_in = $plr_in[$x][$gateway[$i]][$flows[$j]];
$count_plr_out =
$count_plr_out[$x][$gateway[Si]][$flows[$]]];
$count_plr_in =
$count_plr_in[$x][$gateway[Si]][Sflows[$j]];
$avg out=3plr_out / Scount_plr_out;
$avg_in= $plr_in / $count_plr_in;
$avg_in= substr($avg_in,0,7);
$avg_out= substr($avg_out,0,7);
print A ("\t$avg_out ");

}
print A ("\n");

}

close (A);

C.2 Post-tracing data

ro de flows

ySs

End to end delay for intra/outgoing flows

Number of flows

1 gateway

2 gateways

4 gateways

End to end delay for 2 hops

4 0.00352/0.08648 | 0.00242/0.09467 | 0.00228/0.08266
8 0.00297 /0.09988 | 0.00266/0.09629 | 0.00248/0.08959
12 0.00385/0.10060 | 0.00346/0.11886 | 0.00292/0.09317
16 0.00378/0.10947 | 0.00477/0.15687 | 0.00366 /0.10036
24 0.00604 / 0.21507 | 0.00958/0.21696 | 0.00689 /0.15738
32 0.01059/0.33698 | 0.02005/0.32096 | 0.01747/0.21759
End to end delay for 3 hops
4 0.00514 / 0.08961 | 0.00413/0.10391 | 0.00380 /0.08405
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8 0.00635/0.11457 | 0.00469/0.10874 | 0.00423/0.08528
12 0.00726 /0.13385 | 0.00559/0.11646 | 0.00494/0.08748
16 0.00853/0.17359 | 0.00721/0.14491 | 0.00627/0.10153
24 0.02391/0.24344 | 0.02028/0.18208 | 0.02190/0.13972
32 0.05483/0.40108 | 0.06843/0.39635 | 0.06062 /0.24506
End to end delay for 4 hops
4 0.00689/0.09732 | 0.00518/0.09271 | 0.00473/0.08291
8 0.00678/0.12779 | 0.00573/0.09262 | 0.00557/0.08454
12 0.00917/0.16556 | 0.00989/0.11218 | 0.00689/0.09271
16 0.02202/0.21086 | 0.02001/0.14922 | 0.01714/0.10520
24 0.06398/0.30962 | 0.09713/0.28098 | 0.06873/0.22506
32 0.22475/0.52025 | 0.17404/0.50305 | 0.17823/0.29937
End to end delay for 5 hops
4 0.00877/0.10909 | 0.00837/0.09578 | 0.01150/0.08241
8 0.01418/0.12419 | 0.01220/0.08166 | 0.01167 /0.06447
12 0.02516/0.16436 | 0.02948/0.13225 | 0.02629 / 0.08360
16 0.05410/0.21452 | 0.09491/0.17804 | 0.06916/0.11014
24 0.26882 / 0.65567 | 0.23657 /0.37546 | 0.23696/0.21217
32 0.52516/1.24227 | 0.42525/0.59161 | 0.42795/0.29081
End to end delay for 6 hops
4 0.01359/0.11620 | 0.01288/0.10180 | 0.06238/0.08704
8 0.02753/0.16526 | 0.03594/0.10772 | 0.07587/0.08629
12 0.04403/0.20589 | 0.09631/0.15307 | 0.07737/0.09499
16 0.14889/0.42399 | 0.23628/0.27324 | 0.15077/0.11018
24 0.46847/1.14611 | 0.43235/0.39444 | 0.46161/0.24171
32 0.91623/1.95781 | 0.55691/0.60011 | 0.64778/0.30488
End to end delay for 7 hops
4 0.01699/0.13088 | 0.04398/0.10513 | 0.09392/0.08462
8 0.05402 /0.16524 | 0.09924/0.11951 | 0.10127/0.09199
12 0.11202/0.18538 | 0.22559/0.18592 | 0.15229/0.10521
16 0.24939/0.45790 | 0.31093/0.29526 | 0.28146/0.17732
24 0.99982 /1.57077 | 0.66458/0.43209 | 0.59566 / 0.31837
32 1.75364 /2.63325 | 0.96615/0.58142 | 0.85706 /0.33544

Table 16: End to end delay for intra/outgoing tiaffows

Packet loss rate for intra / outgoing flows

Number of flows

| 1 gateway in /out | 2 gateways in/out | 4 gateways in/out

packet loss rate for 2 hops

4 0.00117/0.00526 | 0.00315/0.04743 | 0.00024 /0.00086
8 0.00947/0.03119 | 0.01006/0.07203 | 0.00688 / 0.02841
12 0.01911/0.04366 | 0.02320/0.18967 | 0.03418/0.04987
16 0.02589/0.06368 | 0.04310/0.29417 | 0.07605/0.11173
24 0.05534/0.24771 | 0.06789/0.45660 | 0.12374/0.32159

167




32 | 0.07521/0.47571 | 0.09310/0.54711 | 0.18974/0.47074
packet loss rate for 3 hops
4 0.00604 /0.01641 | 0.00336/0.05595 | 0.00113/0.00185
8 0.01106/0.08455 | 0.01059/0.08676 | 0.00529/0.01388
12 0.04314/0.16896 | 0.05666 /0.15137 | 0.06290/0.03498
16 0.05248/0.37847 | 0.05338/0.23555 | 0.09119/0.13864
24 0.09510/0.42771 | 0.13066/0.39728 | 0.22093/0.29612
32 0.14582/0.58759 | 0.24031/0.56729 | 0.37558/0.44232
packet loss rate for 4 hops
4 0.01078/0.04962 | 0.00822/0.07140 | 0.00317/0.00061
8 0.03082/0.16536 | 0.02351/0.07254 | 0.00785/0.00336
12 0.04827/0.38856 | 0.06266/0.17178 | 0.05683/0.03765
16 0.10136 / 0.44157 | 0.15883/0.22707 | 0.16857/0.06551
24 0.17709 /0.58257 | 0.29590/0.43881 | 0.42989/0.33660
32 0.27855/0.70097 | 0.38020/0.63184 | 0.59419/0.43795
packet loss rate for 5 hops
4 0.02615/0.08988 | 0.05854/0.11910 | 0.18986/0.00116
8 0.10016/0.28526 | 0.12200/0.14848 | 0.24376/0.03375
12 0.16674 /0.43494 | 0.31509/0.32763 | 0.49139/0.07540
16 0.21605/0.53753 | 0.47733/0.38291 | 0.68372/0.14837
24 0.35085/0.70127 | 0.58488/0.55914 | 0.81094 /0.28077
32 0.43873/0.87236 | 0.61579/0.65649 | 0.84816/0.34127
packet loss rate for 6 hops
4 0.04709/0.17103 | 0.22098/0.15159 | 0.67892/0.00359
8 0.13296 /0.40410 | 0.39684 /0.16239 | 0.79707/0.00448
12 0.20246 / 0.62255 | 0.61946/0.29902 | 0.83026/0.01701
16 0.31390/0.66607 | 0.70560/0.41748 | 0.85304/0.03781
24 0.46165/0.85518 | 0.77574/0.54132 | 0.88028/0.18708
32 0.56765/0.92294 | 0.74229/0.60340 | 0.90138/0.29137
packet loss rate for 7 hops
4 0.08635/0.25128 | 0.40274/0.16425 | 0.70029/0.00373
8 0.23540/0.47077 | 0.73900/0.18261 | 0.83027 /0.06655
12 0.32107 / 0.53202 | 0.80495/0.41949 | 0.87649/0.13882
16 0.40606 / 0.68095 | 0.83236/0.48581 | 0.86044/0.22717
24 0.61826 /0.85263 | 0.85788/0.53737 | 0.87428/0.32987
32 0.75198/0.93766 | 0.89761/0.62699 | 0.88501/0.40214

Table 17: Packet loss rate for intra/outgoing traflows

Percentage of valid voice calls for 2 hops flows

Number of flows | 1 gateway In/Out | 2 gateways In/Out | 4 gateways In/Out
4 100 /100 100 /50 100 /100
8 100 /100 100 /50 100 /50
12 50 /50 50 /0 50 /50
16 50 /50 50 /0 50 /0
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24 50 /0 50 /0 50 /0

32 50 /0 50 /0 50 /0

Percentage of valid voice calls for 3 hops flows

Number of flows | 1 gateway In/Out | 2 gateways In/Out 4 gateways In/Out

4 100 /100 100 /50 100 /100
8 100 /0 100 /50 100 /100
12 50 /0 50 /0 50 /100
16 50 /0 50 /0 50 /0
24 50 /0 50 /0 50 /0
32 0/0 0/0 0/0

Percentage of valid voice calls for 4 hops flows

Number of flows | 1 gateway In/Out | 2 gateways In/Out | 4 gateways In/Out

4 50 /50 100 /0 100 /100
8 50 /0 50 /50 100 /100
12 50 /0 50 /50 50 /50
16 50 /0 50 /50 50 /50
24 0/0 0/0 0/0
32 0/0 0/0 0/0

Percentage of valid voice calls for 5 hops flows

Number of flows | 1 gateway In/Out | 2 gateways In/Out 4 gateways In/Out

4 100 /0 50 /0 50 /100
8 50 /0 50 /0 50 /50
12 0/0 50 /0 50 /50
16 0/0 0/0 0 /50
24 0/0 0/0 0/0
32 0/0 0/0 0/0

Percentage of valid voice calls for 6 hops flows

Number of flows | 1 gateway In/Out | 2 gateways In/Out | 4 gateways In/Out

4 50 /0 50 /0 0 /100
8 0/0 0 /50 0 /100
12 0/0 0 /50 0 /100
16 0/0 0/0 0 /50
24 0/0 0/0 0/0
32 0/0 0/0 0/0

Percentage of valid voice calls for 7 hops flows

Number of flows | 1 gateway In/Out | 2 gateways In/Out | 4 gateways In/Out

4 0/0 0/0 0 /100
8 0/0 0 /50 0 /50
12 0/0 0/0 0 /50
16 0/0 0/0 0/0
24 0/0 0/0 0/0
32 0/0 0/0 0/0

Table 18: Percentage of valid voice flows for int@utgoing flows

This is the call block prob for 2 hops  This is th e call block prob for 3 hops
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1 gateway 2 gateways 4 gateways 1 gateway 2 gateway S 4 gateways

4 flows 0.04 0.01 0.02 0.05 0.04 0.04
8 flows 0.01 0.06 0.06 0.02 0.06 0.03
12 flows 0.11 0.04 0.04 0.14 0.12 0.05
16 flows 0.12 0.09 0.07 0.24 0.1 0.1
24 flows 0.13 0.15 0.06 0.23 0.13 0.08
32 flows 0.29 0.2 0.06 0.38 0.14 0.12

This is the call block prob for 4 hops  Thisist he call block prob for 5 hops
1 gateway 2 gateways 4 gateways 1gateway 2gatewa ys 4 gateways

4 flows 0.1 0.04 0 0.07 0.06 0.04
8 flows 0.14 0.03 0.01 0.08 0.1 0.04
12 flows 0.19 0.1 0.04 0.12 0.13 0.05
16 flows 0.13 0.14 0.05 0.11 0.15 0.06
24 flows 0.34 0.28 0.17 0.51 0.18 0.03
32 flows 0.42 0.28 0.12 0.83 0.4 0.12

This is the call block prob for 6 hops  Thisist  he call block prob for 7 hops
1 gateway 2 gateways 4 gateways 1gateway 2 gatewa ys 4 gateways

4 flows 0.04 0.07 0.03 0.04 0.01 0.02
8 flows 0.07 0.09 0.02 0.13 0.06 0.05
12 flows 0.31 0.16 0 0.14 0.12 0.02
16 flows 0.31 0.28 0.04 0.42 0.13 0.03
24 flows 0.65 0.19 0.12 0.73 0.2 0.18
32 flows 0.89 0.48 0.15 0.95 0.33 0.2

Table 19: Call block probability values

call block prob 2 sec for 2 hops call block prob 2 sec for 3 hops

1 gateway 2 gateways 4 gateways 1gateway 2gatewa ys 4 gateways
4 flows 0.77 0.38 0.05 0.76 0.4 0.06
8 flows 0.76 0.4 0.08 0.83 0.46 0.06
12 flows 0.81 0.48 0.04 0.86 0.57 0.08
16 flows 0.82 0.52 0.09 0.89 0.54 0.16
24 flows 0.93 0.7 0.12 0.92 0.73 0.19
32 flows 0.98 0.78 0.29 0.95 0.91 0.38

call block prob 2 sec for 4 hops call block prob 2 sec for 5 hops

1 gateway 2 gateways 4 gateways 1gateway 2 gatewa ys 4 gateways
4 flows 0.81 0.37 0.01 0.81 0.44 0.08
8 flows 0.83 0.38 0.06 0.84 0.5 0.07
12 flows 0.89 0.55 0.05 0.89 0.66 0.09
16 flows 0.92 0.59 0.06 0.93 0.77 0.16
24 flows 0.96 0.82 0.4 1 0.88 0.47
32 flows 1 0.95 0.58 0.99 0.96 0.59

call block prob 2 sec for 6 hops call block prob 2 sec for 7 hops

1 gateway 2 gateways 4 gateways 1 gateway 2 gateway S 4 gateways
4 flows 0.77 0.41 0.04 0.81 0.44 0.02
8 flows 0.86 0.51 0.05 0.86 0.5 0.07
12 flows 0.91 0.57 0.02 0.94 0.66 0.08
16 flows 0.94 0.82 0.16 0.99 0.81 0.3
24 flows 1 0.9 0.52 1 0.91 0.64
32 flows 1 0.95 0.66 1 0.91 0.65
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4 flows
8 flows
12 flows
16 flows
24 flows
32 flows

4 flows
8 flows
12 flows
16 flows
24 flows
32 flows

4 flows
8 flows
12 flows
16 flows
24 flows
32 flows

4 flows
8 flows
12 flows
16 flows
24 flows
32 flows

4 flows
8 flows
12 flows
16 flows
24 flows
32 flows

Table 20: Call block probability within 2 secondduwes

call block prob 5 sec for 2 hops
1 gateway 2 gateways 4 gateways

0.11 0.03 0.02
0.14 0.13 0.06
0.26 0.1 0.04
0.31 0.19 0.07
0.59 0.32 0.06
0.75 0.44 0.13

call block prob 5 sec for 4 hops
1 gateway 2 gateways 4 gateways

0.16 0.05 0.01
0.25 0.07 0.02
0.34 0.18 0.04
0.44 0.22 0.05
0.76 0.54 0.22
0.86 0.72 0.23

call block prob 5 sec for 6 hops
1 gateway 2 gateways 4 gateways

0.11 0.07 0.04
0.31 0.12 0.02
0.61 0.26 0
0.75 0.47 0.04
1 0.64 0.19
1 0.87 0.4

Table 21: Call block probability within 5 seconddues

call block prob 10 sec for 2 hops
1 gateway 2 gateways 4 gateways

0.04 0.01 0.02
0.01 0.06 0.06
0.14 0.05 0.04
0.15 0.09 0.07
0.3 0.2 0.06
0.66 0.3 0.1

call block prob 10 sec for 4 hops
1 gateway 2 gateways 4 gateways

0.11 0.04 0.01
0.17 0.03 0.02
0.23 0.1 0.04
0.24 0.17 0.05
0.59 0.42 0.18
0.79 0.59 0.18

call block prob 10 sec for 6 hops
1 gateway 2 gateways 4 gateways
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call block prob
1 gateway
0.13
0.11
0.33
0.45
0.7
0.87
call block prob
1 gateway
0.15
0.29
0.38
0.62
0.94
0.98
call block prob
1 gateway
0.16
0.42
0.53
0.87
0.98
1

call block prob
1 gateway
0.05
0.03
0.17
0.32
0.49
0.72
call block prob
1 gateway
0.08
0.11
0.22
0.42
0.83
0.96
call block prob
1 gateway

5 sec for 3 hops

2 gateway s 4 gateways
0.04 0.05
0.07 0.03
0.17 0.05
0.17 0.12
0.35 0.09
0.57 0.16

5 sec for 5 hops

2 gateway s 4 gateways
0.08 0.04
0.16 0.04
0.22 0.05
0.31 0.07
0.65 0.16
0.77 0.27

5 sec for 7 hops

2 gateway s 4 gateways
0.03 0.02
0.11 0.05
0.25 0.02
0.41 0.07
0.65 0.35
0.76 0.34

10 sec for 3 hops

2 gateway s 4 gateways
0.04 0.05
0.06 0.03
0.12 0.05
0.1 0.11
0.18 0.08
0.4 0.13

10 sec for 5 hops

2 gateway s 4 gateways
0.06 0.04
0.1 0.04
0.14 0.05
0.19 0.06
0.44 0.08
0.7 0.2

10 sec for 7 hops

2 gateway

S

4 gateways



4 flows
8 flows
12 flows
16 flows
24 flows
32 flows

D Graphs

D.1 About voice traffic flows

0.04
0.1
0.45
0.54
0.9
0.99

Table 22: Call block probability within 10 secondsues

D.1.1 End to end delay

D.1.1.1 Average end to end delay plotted by gateways
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Exp Time delay

For four gateways simulations
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D.1.1.2 Average end to end delay by hops
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D.1.1.4

End to end delay for outgoing flows
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D.1.2 Packet loss rate

D.1.2.1 Average packet loss rate
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D.1.2.2 Packet loss rate for intra flows
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D.1.2.3 Packet loss rate for outgoing flows
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5 hops

Packet loss rate
Packet loss rate

D.1.3 Dropped packets and reasons
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Figure 38: Dropped packets and reasons for 8 flawd 1 gateway

simulations
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Figure 39: Dropped packets and reasons for 8 flawd 2 gateways
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D.2 About SIP

D.2.1 SIP call setup
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D.2.2 Calls accepted each 100 milliseconds
This graphs show how much per cent of the
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D.2.3 Call block probability
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D.2.4 Call block probability within 2 seconds
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Call block probability within 10 seconds
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D.2.6 SIP invitation attempts
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D.2.7 SIP invi

tation attempts and reasons
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Figure 42: SIP invitation attempts and reasons3drops and 2 gateways
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Figure 44: SIP invitation attempts and reasons4drops and 1 gateway
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Figure 45: SIP invitation attempts and reasons4drops and 2 gateways
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Figure 46: SIP invitation attempts and reasons4drops and 4 gateways

simulations
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Figure 48: SIP invitation attempts and reasons@drops and 2 gateways

simulations
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Figure 49: SIP invitation attempts and reasons@drops and 4 gateways
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D.2.8 SIP number of hops
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