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Abstract. Data protection is an increasingly important issue in today’s
communication networks. Traditional solutions for protecting data when
transferred over a network are almost exclusively based on cryptography.
As a complement, we propose the use of multiple physically separate
paths to accomplish data protection. A general concept for providing
physical separation of data streams together with a threat model is pre-
sented. The main target is delay-sensitive applications such as telephony
signaling, live TV, and radio broadcasts that require only lightweight se-
curity. The threat considered is malicious interception of network trans-
fers through so-called eavesdropping attacks. Application scenarios and
techniques to provide physically separate paths are discussed.

1 Introduction

In the last few years, we have experienced a steadily growing interest in using
the Internet as a vehicle for e-banking, e-commerce, virtual company networks,
telephony, live TV, and other applications requiring secure communication. To
this end, network security has become pivotal for the future of the Internet and
Internet-based solutions.

Currently, network security is almost exclusively accomplished through en-
cryption. For example, e-banking and e-commerce typically take place over Se-
cure Sockets Layer (SSL) [9] or Transport Layer Security (TLS) [6] connections.
However, although encryption gives adequate protection, it may lead to severely
degraded network performance in terms of latency and throughput. Specifically,
Apostolopoulos et al. [2] demonstrated a throughput reduction of more than
90 % when TLS (using RC4 and MD5) was used to access Netscape and Apache
Web servers as compared to no encryption at all. Furthermore, Burke et al. [3]
showed that applications running on high-end microprocessors are not even likely
to saturate a T3 (approximately 45 Mbps) line. To this end, various selective
encryption schemes [12, 19, 23, 24] that produce less overhead compared to or-
dinary encryption schemes, such as RC4, DES, and AES, have recently been
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proposed. The basic idea of selective encryption is to offer lightweight security
by encrypting only a subset of the data. Such schemes are intended to be used
when the computational overhead produced by encryption and/or decryption
must be reduced and a less stringent security level is acceptable.

Using selective encryption is, however, only one way to accomplish lightweight
security. Furthermore, as pointed out by Rushby and Randell [22], the basis for
security is separation. Thus another, in a sense more straightforward, way to
obtain lightweight security is to physically separate the data to be protected,
i.e., to partition and send the data along different routes. Physical separation
has previously been used in other contexts. For example, Deswarte et al. [5]
proposed the use of physical separation to accomplish intrusion tolerance in a
distributed file archiving system, i.e., to make the file archiving system resilient
against single-point attacks. However, to our knowledge, physical separation has
not been used to obtain transmission security in networks. To this end, this
paper suggests using physical separation as a complement to encryption for
delay-sensitive network applications that require only lightweight security. It is
our belief that, similar to selective encryption, physical separation could be an
alternative for applications such as telephony signaling, live TV, and other mul-
timedia applications. In other words, it could be an alternative for applications
where latency and throughput requirements outweigh the importance of absolute
protection against malicious (eavesdropping) attacks. According to Pfleeger and
Pfleeger [18], providing adequate protection is a key security principle 1. The
principle implies that data should be protected to a degree that is consistent
with their value.

The remainder of the paper is organized as follows. Section 2 presents our
idea of providing data protection through physical separation. The threat model
is discussed in Section 3. Section 4 focuses on application scenarios and on how to
provide multiple physically separate paths in reality. Finally, Section 5 concludes
the paper with some final remarks and a few words on future work.

2 Data Protection Through Physical Separation

Security is typically implemented through one or more security services. In par-
ticular, a combination of protective and detective services is often used. Defense
diversity is achieved by combining two or more security services. Diversity of
defense is a general security principle used to enhance security [4]. Firewalls
are used for example to block suspicious network traffic to and from internal
networks, and intrusion detection systems (IDSs) are used as a complement to
firewalls to detect insider and outsider intrusion attempts as well as successful
intrusions. However, neither firewalls nor IDSs are suitable security tools for
protecting data that are transferred over an insecure network, such as the Inter-
net. Instead, some form of data protection service is needed. The type of service
necessary depends on what is to be protected.

1 The same principle is in [17] referred to as the principle of timeliness.
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Data protection services are used to achieve data confidentiality, data in-
tegrity, data authenticity, and/or non-repudiation [25]. A data confidentiality
service ensures that transmitted data are accessible only for reading by autho-
rized parties, while a data integrity service ensures that only authorized parties
are allowed to modify transmitted data. A data authenticity service ensures
that the origin and/or the source of data are correctly identified. Finally, a non-
repudiation service ensures that neither the sender nor the receiver of a message
can deny the transmission.

Data protection for network transfers has traditionally been implemented ex-
clusively through cryptographic separation, and various cryptographic systems
are widely used today. The major disadvantage of cryptographic separation,
however, is that it requires adequate computational resources (at least) at the
endpoints. For this reason, we propose the use of physical separation as a com-
plement to existing cryptography-based data protection services for applications
with lightweight security requirements. Cryptography and physical separation
may also be combined to achieve protection diversity.

The idea of physical separation is to simultaneously send messages belonging
to the same data stream on multiple physical paths. Protection is thus provided
by the geographical fragmentation and scattering of data. Figure 1 shows two
communicating hosts, A and B. In this case, host A is the sender and host B the
receiver. Both hosts are multi-homed and equipped with two physical network
interfaces, A1 and A2, and B1 and B2, respectively.

Network

Host A Host B

A1

A2

B1

B2

Path I

Path II

Fig. 1. Physical separation of two communication paths

Two distinct paths can be obtained, Path I and Path II, by using the differ-
ent network interfaces, which is illustrated in Fig. 1. These two paths are then
used simultaneously during transmission of data. Specifically, when connecting a
multi-homed host to the network, each network interface is bound to a separate
IP address. An application running on a multi-homed host can thus select the
network interface on which to send data. Different strategies for distributing data
on these paths can be used depending on the application. An even distribution
of data on the different paths is suitable in some situations, while, in other situa-
tions, it is not. For example, when multimedia data are transferred, the amount
of traffic sent on the different paths may need to be adjusted with respect to
path characteristics such as bandwidth, delay, jitter, etc. The distribution may
also be affected by security considerations. Imagine, for example, a map with a
secret target marked with an “X”. Neither the map nor the mark is sensitive by
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itself but together they are. Increased security may thus be achieved by simply
sending the map and the “X” mark on two physically separate paths.

3 Threat Model

The specific threat considered in this paper is malicious interception of network
traffic through so-called eavesdropping attacks. Eavesdropping attacks are a se-
rious threat to the confidentiality (or secrecy) of data transferred in a network.
The person conducting such an attack is referred to as an eavesdropper. In this
paper, our hypothesis is that an eavesdropper needs to acquire access to all or
at least most of the data sent over the different paths to successfully perform an
eavesdropping attack. This means that an attacker must identify all used paths,
gain access to the traffic, and finally decode the data.

An eavesdropping attack on a particular victim is most easily performed near
the victim’s physical network connection. If the wire that connects the victim’s
computer is accessible, a protocol analyzer can be used to intercept all traffic
that passes through the wire. Another option is to use a so-called network sniffer.
When a network sniffer is used in a broadcast network, such as a non-switched
Ethernet network or an IEEE 802.11 wireless network, the network interface
card (NIC) on the computer executing the sniffer is configured in promiscuous
mode. Promiscuous mode implies that all traffic sent over the broadcast network
is intercepted by the NIC and forwarded to the sniffer for further processing.

Interception of traffic to and/or from a particular user is much more com-
plicated if the point for eavesdropping is many hops away from the end nodes.
In the core network, traffic from a large set of users will pass. Thus, the data
processing necessary to filter out the relevant traffic will require a great deal
of computational resources. In addition, traffic to and/or from the victim may
be routed on different paths from session to session and can also be re-routed
within a session due to network failures etc. Furthermore, if proxies or network
address translators (NATs) are used, it might not be evident who is actually
communicating.

When data on multiple communication paths are fragmented and scattered,
eavesdropping attacks become much more difficult. The highest degree of pro-
tection through physical separation is achieved when data are routed on fully
distinct communication paths all the way from the sender to the receiver. How-
ever, in many IP-based network architectures, fully distinct paths can not easily
be guaranteed. Still, since the endpoints are the most susceptible parts to eaves-
dropping attacks, we believe that it is satisfactory in many real situations to
guarantee physical separation of the traffic closest to the endpoints.

4 Application Scenarios

It is evident that physical separation as a mean to achieve security is more ap-
plicable in some situations than others. In the following, we give some examples
of application scenarios in which physical separation may be used to provide
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lightweight data protection and outline how physical separation can be realized
in these scenarios.

4.1 SS7 over IP

Logically, the Public Switched Telephone Network (PSTN) comprises two net-
works: one call-traffic network for the transmission of speech, data, fax etc.,
and one signaling network for the transfer of control or signaling information.
Specifically, the signaling network enables transfer of control information in be-
tween nodes in connection with: traffic control procedures such as call set-up,
supervision, and release; services such as toll-free (800/888) and toll (900) wire-
line services, and roaming in wireless cellular networks; and, finally, network
management procedures such as blocking and de-blocking of trunks.

The predominant signaling system used in today’s PSTN is Signaling System
#7 (SS7) and, with VoIP emerging as a competitive alternative to the PSTN, it
has become increasingly important to enable interworking between SS7 and IP.
To this end, the IETF Signaling Transport (SIGTRAN) working group has de-
fined a framework architecture, the SIGTRAN architecture [15], that describes
how to transport SS7 signaling information over an IP-based network. The SIG-
TRAN architecture defines a set of adaptation protocols that insulate the upper
layers of the SS7 protocol stack from IP and thus make it possible to run SS7,
essentially unaltered, over an IP-based network. Furthermore, the SIGTRAN
architecture defines a new transport protocol, the Stream Control Transmission
Protocol (SCTP) [26].

SCTP is the common denominator for all SIGTRAN networks and, although
SCTP is now considered a general transport protocol on a par with TCP and
UDP, it is still true that SCTP evolved from the SIGTRAN working group
and the requirements of SS7 signaling. Similar to TCP, SCTP is a connection-
oriented, reliable transport protocol offering ordered (sequential) delivery of user
messages. However, contrary to TCP, SCTP is message oriented and provides
support for multi-streaming and multi-homing. Multi-streaming enables SCTP
to send separate transactions as independent units and thereby avoid so-called
head-of-line blocking, which happens when a lost message in one transaction
effectively blocks one or several other transactions.

Support for multi-homing was included in SCTP to provide quick failure de-
tection and recovery, which is particularly important for SS7 signaling. Network-
level timers running in today’s SS7 networks monitor message delivery perfor-
mance and may generate alarms that trigger message re-routing if they expire
as a result of extraordinary delays. Thus, this network monitoring functionality
must extend to VoIP networks to maintain end-to-end, carrier-grade telecom-
munications quality.

Figure 2 illustrates how the SCTP multi-homing support works. SEP-A and
SEP-B are two dual-homed signaling endpoints. Each combination of source
and destination IP addresses, e.g., (P1,P2), (A1,A2), (P1,A2) etc., constitutes a
network path. One network path is always selected as the primary path, and
(P1,P2) functions as the primary path in Fig. 2. Provided the primary path is
available, all packets are sent on this path. The remaining paths function only
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SIGTRAN network
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P2
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SEP-A SEP-B

Alternate path
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Fig. 2. Multi-homing support in SCTP

as backup or alternate paths. However, if the primary path becomes unavailable,
one of the alternate paths takes over as the primary path. Thus the SCTP multi-
homing support does not include load-balancing.

Although multi-homing in SCTP and SIGTRAN is exclusively intended for
failure recovery, we believe that multi-homing could also be used to accomplish
physical separation, and thus enhance security, for delay-sensitive signaling traf-
fic. Specifically, we consider physical separation through the use of SCTP multi-
homing a viable complement to IPSec [11], the security mechanism recommended
for SIGTRAN by IETF—especially, since IPSec has been shown [13] to decrease
the throughput of small packets, such as signaling packets, by approximately
60 % as compared to unencrypted transfer.

Since path switching in SCTP normally only takes place during failure re-
covery, physical separation must rely on some other mechanism than the SCTP
failover mechanism. One possible solution would be to employ the SCTP change-
over procedure, which provides for explicit changes of primary paths. However,
the SCTP changeover procedure is primarily intended for infrequent path switch-
ing, and it might thus be necessary to improve its performance in order for it
to be useful for physical separation. Another solution would be to consider one
of the SCTP implementations that support load sharing, e.g., LS-SCTP [8] and
RivuS [20].

To actually accomplish physical separation, it must be guaranteed that the
primary and alternate paths are kept distinct from each other or, at least, only
overlap in backbone routers and/or links. While this is not possible in the gen-
eral case, with paths crossing several autonomous systems, it is indeed possible
in controlled, dedicated SIGTRAN networks. As a matter of fact, since distinct
paths also improve path redundancy and failure recovery, several telecommuni-
cation operators already plan to build their SIGTRAN networks with distinct
primary and alternate paths between signaling endpoints.

Two techniques that have been proposed to establish distinct paths are re-
dundant networks and MultiProtocol Label Switching (MPLS) [21]. Redundant
networks are fairly straightforward and simply entail having the signaling end-
points connected to two or more distinct networks. However, to our knowledge
this technique has not yet been deployed in any real SIGTRAN network. Thus
it remains to be shown that the costs of building several separate networks are
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actually compensated for in terms of reliability, availability, and faster failure
recovery.

While it is too early to completely rule out the idea of using redundant
networks, MPLS is currently the most compelling technique for establishing dis-
tinct paths. An MPLS network or Internet consists of a set of nodes, called Label
Switched Routers (LSRs), which are capable of switching and routing packets
on the basis of a label that has been appended to each packet. Labels define a
flow of packets between two endpoints or, in the case of multicast, between a
source endpoint and a multicast group of destination endpoints. For each dis-
tinct flow, called a Forwarding Equivalence Class (FEC), a specific path through
the network of LSRs is defined. Thus MPLS is a connection-oriented technology.
Associated with each FEC is a traffic characterization that defines the QoS re-
quirements for that flow. The LSRs do not need to examine or process the IP
header, but rather simply forward each packet on the basis of its label value.
The forwarding process is therefore simpler than with a traditional IP router.
Furthermore, it is envisioned that label-switched paths could be determined, and
perhaps modeled, with traffic engineering tools that reside on network manage-
ment workstations.

4.2 Application-Controlled Multi-homing

In the previous section, multi-homing was handled at the transport layer. An-
other alternative is to directly control multi-homing at the application layer, or
possibly in a supporting middleware. This could be suitable for multimedia ap-
plications, for example, or more generally for applications where the transmitted
data essentially comprise several independent, or almost independent, parallel
data streams.

The main advantage of controlling multi-homing directly in the application,
as compared to controlling it from lower layers such as the transport layer,
is that it gives greater control over how data are transmitted. It also has the
advantage of not being dependent on a specific transport protocol. Furthermore,
from a security perspective, the use of parallel connections adds some level of
extra protection. An eavesdropper that has managed to collect all data over all
paths still needs to identify the transport layer connections that carry data that
belong to the application of interest. Furthermore, once the connections have
been identified, it still remains for the eavesdropper to appropriately reassemble
the data.

Application-controlled multi-homing is, however, not without problems. For
one thing, it entails that the reassembly of packets from different paths must be
taken care of by the application itself. Second, the problem of enforcing distinct
paths remains, provided of course that the paths have to be completely separated
in the first place. Physical separation at the endpoints can be achieved by simply
sending traffic over several network interfaces, possibly using different network
technologies and/or media. For example, some parts of the traffic could go over
wireline paths while other parts are sent via wireless access lines. If greater
control of the physical paths is required, MPLS [21] could be used in the same
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way as discussed in Section 4.1, and thus provide explicit label-switched paths
between endpoints. However, application-controlled multi-homing also opens the
way for application specific routing strategies through the use of so-called overlay
networks [16].

An overlay network can be viewed as a logical network implemented on top
of a real physical network. Each node in the overlay also exists in the underlying
physical network. However from the viewpoint of the overlay, the nodes are not
only capable of routing packets on the basis of their destination address, but
are also able to process and forward packets in application-specific ways. Thus,
an overlay network could assist a multi-homed endpoint in enforcing distinct
paths. For example, a technique similar to the one proposed for Resilient Overlay
Networks (RONs) [1] could be used. In a way similar to a RON, nodes could
reside in a variety of routing domains and cooperate with each other to forward
data. Since routing domains or Autonomous Systems (ASs) rarely share interior
links, flows routed through different ASs are likely, but not guaranteed, to be
forwarded on distinct paths.

Another technique for enforcing distinct paths when using overlay networks
may be to employ a routing underlay network as suggested by Nakao et al. [14].
They propose a new architectural element, a routing underlay, that sits between
an overlay network and the underlying IP network. The overlay network queries
the routing underlay when it makes routing decisions. The routing underlay
in turn extracts and aggregates topology information from the underlying IP
network and answers the queries of the overlay network. Specifically, one of the
services that could be offered to the overlay by the underlay network is to return
a distinct path between an originating and destination endpoint. In fact, this is
one of three services that are actually proposed in [14].

Finally, it can be mentioned that recent developments in routing technolo-
gies make possible new alternatives, apart from MPLS and overlay routing, to
obtain distinct paths even though the paths cross several ASs. Examples of
this include route controllers, such as the Peer Director [7], which assists BGP
in routing traffic through multi-homed routing domains (domains connected to
several ISPs), and the BANANAS framework [10], which permits source-based
multipath inter-domain routing.

5 Conclusions

In this paper, we propose the use of physical separation as a complement to
encryption for delay-sensitive applications that require only lightweight security.
A threat model is presented. Further some application scenarios are highlighted,
and alternative solutions for providing separate paths in these scenarios are
discussed.

Since establishing physically distinct paths is a non-trivial task in IP net-
works, a large part of the description of application scenarios addresses this
issue. Transport layer controlled multi-homing using SCTP in conjunction with
either redundant networks or MPLS are suggested as feasible solutions. MPLS
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could also be used together with application-controlled multi-homing. In this
context, application-specific routing through the use of overlay networks is an-
other possible solution.

As a next step we intend to make a feasibility study of the use of SCTP for
transportation of SS7 signaling traffic on physically separate paths. The purpose
in particular is to evaluate the complexity in terms of reassembly of data and to
study the consequences of simultaneously sending data on multiple paths with
regard to the SCTP congestion control mechanisms.
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