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Motion Vector Refinement for
High-Performance Transcoding

Jeongnam Youn, Ming-Ting Surkellow, IEEE and Chia-Wen Lin

Abstract—In transcoding, simply reusing the motion vectors Additional transmissions of the enhancement layers enhance
extracted from an incoming video bit stream may not result in  the quality by adding the residual information. Scalable coding
the best quality. In this paper, we show that the incoming motion i, ¢rrent video coding standards can provide only up to three
vectors become nqnoptlmal.due to _the reconstruction errors. To | Is of vid lity b f the limitati h b
achieve the best video quality possible, a new motion estimation evels of video quality because of the 'm'tat'o_n Or.]t e num_ er
should be performed in the transcoder. We propose a fast-search Of €nhancement layers. However, many applications require a
adaptive motion vector refinement scheme that is capable of much finer scaling capability [4].
providing video quality comparable to that can be achieved by  Converting a previously compressed video bit stream to a
performing a new full-scale motion estimation but with much Iess e pitrate through transcoding can provide finer and more
computation. We discuss the case when some incoming frames . . . . .
are dropped for frame-rate conversions, and propose motion dynamic adjustments of the bitrate of the coded video bit
vector composition method to compose a motion vector from the Stream to meet various channel situations [9]-[15]. One of the
incoming motion vectors. The composed motion vector can also simplest architectures for transcoding is open-loop transcoding
be refined using the proposed motion vector refinement scheme iy which the incoming bitrate is downscaled by modifying the
to achieve better results. discrete cosine transform (DCT) coefficients. For example, the
DCT coefficients can be truncated, requantized, or partially
discarded in the optimal sense [9], [15] to achieve the de-

ETWORKED multimedia services, such as teleconfesirable lower bitrate. In the open-loop transcoding, because

encing, video on demand, and distance learning altee transcoding is carried out in the coded domain where
emerging. In these applications, it is often needed to adajmplete decoding and reencoding are not required, it is
the bitrate of the coded video bit streams to the availabb®ssible to construct a simple and fast transcoder. However,
bandwidth of various channels [1]-[5]. In a heterogeneowpen-loop transcoding can produce “drift” degradations due
network, the bitrate adaptation allows different end-users with the mismatched reconstructed pictures in the front-encoder
different subnetworks to have different quality of servicand the end-decoder, which often results in unacceptable video
(QoS) based on their available network bandwidths. For someality.
real-time video coding applications, the adaptation of the Drift-free transcoding is possible by the direct cascade
bitrates can be achieved through the rate-control in the videba decoder and an encoder as shown in Fig. 1. Although
encoder. However, for many other applications such as vidgs transcoder has higher complexity than the open-loop
on demand, this can not be done since the video is alreagynscoder, some information extracted from the incoming
compressed at a certain bitrate and stored in the server. video bit stream after the decoding can be used to significantly

Dynamic bitrate adaptation with limited capability can beeduce the complexity of the encoder. Thus, the complexity
achieved using the scalable coding provided in current vidaay not be as bad as it appears.
coding standards [7], [8]. Scalable coding supports a variety ofin this paper, we consider the cascaded architecture as our
scaled video qualities with different peak signal-to-noise ratid&amework for high-performance transcoding. The cascaded
(PSNR’s) (PSNR scalability), frame-rates (temporal scalabitanscoder is very flexible and easily extendible to various
ity), or spatial resolutions (spatial scalability). To achievgpes of transcoding, such as temporal or spatial resolution
different levels of video quality, the video source is firstonversions. We will investigate techniques which can reduce
encoded with a low PSNR, low frame-rate, or low spatidhe complexity while maintaining the same level of video
resolution to form a base layer. The residual informatioq’Uamy_
between the base layer and the original input is then encoded tth transcoding, motion estimation is usually not performed
form one or more enhancement layers. Successful transmissipithe transcoder because of its computational complexity.
of the base layer results in a video sequence with basic qualitystead, motion vectors extracted from the incoming bit stream
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Fig. 1. Transcoding by the cascade of a decoder and an encoder.

streams. We show that the incoming motion vectors become Previous Reference Frame Current Frame
nonoptimal due to the quantization errors. To achieve the Search
best quality possible, new motion estimation should be per¥¥indow (S) PECLL )
formed in the transcoder. We propose a fast-search adaptlve
Motion Vector |

motion vector refinement scheme that is capable of providing i, ey B X IN
video quality comparable to that which can be achieved by _ = ” """" < 1{4‘
performing a new full-scale motion estimation but require®stMaching - E

g . Block i Current Macroblock
considerably less computation when compared to full-scale
motion estimation. We discuss the case when some incoming Fig. 2. Motion estimation.
frames are dropped for frame-rate conversions and propose a
motion vector co.mpositio.n method to compose a motion VECHle motion vector for the current macroblock:
from the incoming motion vectors. The composed motion (Iz, Iy) = arg min SAD (m, n) @
vector can also be refined using the proposed motion vector !
refinement scheme to achieve better results. The organization N
of this paper is as follows. In Section Il, the motion estimation SAD(m, n) Z Z ‘Pf i, j) = RE(i+m, j+n)
in transcoding and the effect of quantization errors on the
motion vectors are discussed. In Section Ill, we introduce the (2)

motion vector refinement scheme. Motion vector refinementyiherem andn are the horizontal and vertical components of
the frame-rate conversion is presented in Section IV. An adage displacement of a matching blocks (%, j) and RP( i\ 7)

tive motion-vector refinement scheme based on the analysigépresent a pixel in the current frame and in the previous
Section Il is proposed in Section V. A fast search algorithigconstructed reference frame, respectively. The superscript

RP (L))

~

)
|
TR
1

for the motion vector refinement is discussed in Section ¢ gnd “p” denotes the “current” and “previous” frame,
Complete simulation results are presented in Section Vibspectlvely, and the subscrip™ is used to indicate the
Finally, a conclusion is provided in Section VIII. “front-encoder” as shown in Fig. 3. In later sections, the
subscript §” will be used to denote the “second-encoder” in
the transcoder.
II. MOTION ESTIMATION IN TRANSCODING Fig. 3 details the structure of the cascaded transcoder. The

motion estimation block is omitted for simplicity. Since the

8utput bitrate is lower than the input bitrate, the quantization

sE%p size in Q2 in the transcoder is usually much coarser than
qguantizer step size in Q1 in the front encoder.

In the transcoder, an optimized motion vector for the

Current video compression technigues exploit mainly tw
types of redundancies in the uncompressed video signal
achieve the desired compression gain [18]. First, preservi
only significant DCT coefficients can considerably eliminate
the spatial redundancy between pixels within a single fran&%tgomg bit stream can be obtained by applying the motion
because of the energy compaction property of the DCT. lérstlmanon such that
thermore, the motion-compensated predictive coding scheme

is used to remove the temporal redundancy between frames. (Oz, Oy) = arg (e § SAD;(m, n) (3)
In other words, a motion-compensated block in the previous N

reconstructed reference frame is subtracted from the currensAD, (m, n) Z Z |PS(4, §) — RP(i +m, j +n)|.
macroblock. The residual signal is encoded using DCT to

further remove the spatial redundancy. (4)

To find the motion vector for a macroblock in the curreng, o m Fig. 3, since the reconstructed picture in the front-

framdef adbest mhatch|rzjg \énacror:)lock Is searched W'th'rzje?moder is the same as the current input frame to the second-
predefined search window in the previous reconstructe ncoder%(i, j) = PP(i, j), andRs (i, j) = P<(i, j). Thus,

reference frame as shown in Fig. 2. The motion vector fom @)

defined as the displacement of the best matching block from ST

the position of current macroblock. SA = Z Z LAY
The motion estimation is performed on the luminance

macroblocks and is usually based on the sum of absolute = Z Z |PF(4, 3) — Ry (i +m, j +n)

differences (SAD) of the respective pixels. A block with the i

minimal SAD is considered the best matching block. To obtain + A, j) — AL(i +m, § +n)] (5)
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Fig. 3. Structure of a cascaded transcoder.

where AS(i, j) = R(i, j) — Pj(i, ) and AR(i, j) = ——

Re(i, 7) — PP(i, 7). 3151 . Full-scale motion estimation ’
cis N _ RP(; 5 i o : Motion vector refinement
In (5), Pf(L’ 7) Rf(L +m, j +n) is the term used to 31F * :Reuse of incoming motion vectar .

compute the SAD in the front-encoder in (2) to give the in-
coming motion vectorA;(i, J) represents the reconstruction
error of the current frame in the front-encoder due to the
guantization Q1, whileA?(i, 5) represents the reconstruction@ 3o
error of the previous frame in the second-encoder due fzé K
the quantization Q2. From (5), when the effect of the ternp
A%(i, j) — AR(i + m, j + n) is negligible, performing a
new motion estimation will give the same motion vector
as the incoming motion vector (i.e., the incoming motion
vector is optimal). However, since in general there is no :
guarantee that the effect is negligible all the time, there are 5| i
nonzero probabilities that the quantization errors may cause - - - - - - - -
the incoming motion vector to be nonoptimal [i.e., we can 50 60 70 8 90 100 110 120 130
find a better motion vector which minimizes (4)]. Frame number

Fig. 4. Performance of motion vector refinement (“Carphone” of QCIF
format, 300 frames). Incoming bit stream at 128 Kb/s was transcoded to 32
[ll. M OTION VECTOR REFINEMENT (MVR) Kb/s with 30 frames/s. The search range for full-scale motion estimation is

.. . . +15 pixels, and the search range for motion vector refinemetit2ipixels
Although the optimized motion vector can be obtained bytamughout the paper. 9 ®

new motion estimation, it is not desirable because of its high
computational complexity. The reuse of the incoming motion ) o ) @
vectors has been widely accepted because it was generfif D€ estimated within a new search wind§w, around the

thought to be almost as good as performing a new fulf9int indicated by the base motion vector:

scale motion estimation and was assumed in many transcoder (py Dy) = arg min  SADg (6)
architectures [10]-[12]. However, as discussed in the previous (m,n)C S*

section, simply reusing the incoming motion vectors is not SADg = Z Z |P(i, §)

optimal. Our simulation results (which will be presented in the P

later sections) show that its performance may be considerably — RP(i+Bz+m, j+By+n). (7)

worse than that can be achieved with a new motion estimation.

In the analysis in the previous section, we showed th@ihe new search window® can be set much smaller than the
the differential reconstruction error causes incoming motidoll-scale windowS (e.g., a search range af2 pixels instead
vectors to deviate from optimal values. In most macroblocks +15 pixels or larger) and still produce almost the same
the deviation is within a small range and the position of thdeo quality as the full-scale motion estimation.
optimal motion vector will be near that of the incoming motion Fig. 4 shows the performance of motion vector refinement.
vector. Therefore, the optimal motion vector can be easilhe quality degradation introduced by reusing incoming mo-
obtained by refining the incoming motion vector within a smation vectors is about 0.45 dB on average compared with the
range as opposed to applying a full-scale motion estimatiapplication of a new full-scale full-search motion estimation.
[16], [17]. However, the refinement of the incoming motion vectors using

For the refinement of incoming motion vectors, we define small search window (e.g., search rangedt pixels)

a base motion vectoi{z, By) as the motion vector obtainedincreases the performance close to that of the full-scale full-
from the incoming bit stream. A delta motion vectdr£, Dy) search motion estimation. Detailed simulation environment
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(=Y =t =Y =Y of the four neighboring
macroblocks with MB to come up with an approximation
of Vi(n — 1) [6], [17]. However, the bilinear interpolation of

(dropped)

L ‘ ™ MB
vl(n—l) MB, L !

| il motion vectors has several drawbacks for temporal transcod-
‘E ! ing. First, for consecutively dropped frames, the interpolation
MB,

B < has to be processed in the backward order starting from the
last dropped frame to the first dropped frame. This backward
Frame (n-2) Frame (n-1) Frame (n) processing requires all motion vectors of the dropped frames
@) to be stored, which requires much extra memory. Another
drawback of the bilinear interpolation is the inaccuracy of
the resultant motion vector. In spite of the weighting of each
g L B I RO neighboring motion vector based on the overlapping segments,
unreliable motion vectors can be produced because the area
1 | 1 o0 | g | covered by the four macroblocks may be too divergent and
too large to be described by a single motion vector.
In this paper, we propose a forward dominant vector se-
®) lection (FDVS) method. The proposed method selects one
Fig. 5. Backward motion vector interpolation. (a) Tracking macroblocks ijominant motion vector from the four neighboring mac-
backward order and (b) incoming motion vectors. . . . . .
roblocks. A dominant motion vector is defined as the motion
vector carried by a dominant macroblock. The dominant
and coding parameters used in the simulations are descrilbeacroblock is a macroblock that has the largest overlapping
in Section VII. segment with the block pointed by the incoming motion vector.
For example, for block MB in Fig. 5

IV. MOTION VECTOR REFINEMENT
IN FRAME-RATE CONVERSION

To transport video over low bandwidth channels, such @syr simulation results show that FDVS can achieve higher per-
the public switched telephone network (PSTN) or wireleggrmance with less computation than the bilinear interpolation.
network, a high transcoding ratio is required. However, thenother advantage of FDVS over the bilinear interpolation
high transcoding ratio may result in unacceptable pictu®heme is that when multiple frames are dropped, it can
quality when the video is transcoded with the full frame-rage processed in the forward order, eliminating the multiple
or full spatial resolution. For example, in a wireless networkpemories needed to store the incoming motion vectors of all
which normally has less than 20 Kb/s bandwidth, the qualifhe dropped frames. Fig. 6 shows a case when two frames
degradation due to the low bitrate is significant at 25 or 3{e dropped. When the frame € 2) is dropped, we store
frames/s). Frame-rate reduction is often used as an efficiggt motion vectors in a table. The stored motion vectors
scheme to allocate more bits to the remaining frames, &8 be used to compose motion vectors at the next frame-
that acceptable quality for each frame can be maintained.dfbpping_ That is, when the frame{1) is dropped, the FDVS
addition, the frame-rate conversion is also needed when &hrches a dominant macroblock for each current macroblock.
end-system supports only a lower frame-rate. In this sectigty, example, the first macroblock in frame € 2) becomes
we discuss motion vector refinement for transcoding involvinge dominant macroblock of the second macroblock in frame

LA i &)

the frame-rate conversion. (n—1). The dominant motion vector is selected from the table
at the location of the first macroblock, and then added to the
A. Base Motion Vector Composition current incoming motion vector corresponding to the current

when some incoming frames are dropped for the framéecond macroblock. Then the table is Updated with the new
rate conversion, the incoming motion vectors are not valffPmposed value. In Fig. 6, the resultant motion vector for the
because they point to the dropped frames that do not existsgeond macroblock at frame ¢ 1) will be 11"~ + 15" Y.
the transcoded bit stream. When the frame #{) is processed, the composed motion

In Fig. 5, a situation where one frame is dropped is illugtector for the first macroblock at frame)( will be set at
trated. In the figure, we assume that MBepresents the best[Iln_Q) +12("’_1)] +I£n) because the stored value in the table
matching block to MB, and MB{ represents the best matchindor the dominant block pointed b f") will be the dominant
block to MB;. Since frame# — 1) is dropped, for MB, we motion vector of MB. Using this scheme, only one table is
need to find a motion vector pointing to a block in frame-¢) needed for all the dropped frames.
which matches well with MB. One possible way to generate During the composition process, intracoded macroblocks
such a motion vector without performing motion estimatiomay exist in the dropped frames. Since intracoded macroblock
is to use the vector sum df(n) and Vi (n — 1). In practice, does not carry motion vector, we assume a zero motion vector
however, since MBis not on a macroblock-boundary; (n—  for this macroblock to continue the composition process. After
1) is not available from the incoming bit stream. It is possiblénishing the composition, the macroblock coding mode is
to use the bilinear interpolation from the motion vectoreecomputed.
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Fig. 6. Forward dominant vector selection (FDVS) composition scheme.
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Outgoing frame-rate Fig. 8. Performance comparison of motion vector composition methods
(b) (constant bitrate). Incoming bit streams at 128 Kb/s with 30 frames/s (300
frames) were transcoded to 50 Kb/s with 10 frames/s (100 frames). (a)

Fig. 7. Performance comparison of the proposed FDVS and the bilindeg@reman sequence and (b) carphone sequence.

interpolation motion vector composition. “Foreman” was encoded at 30

frames/s using a quantization parameter of 7 over 300 frames, and then

transcoded at different frame-rates using the same quantization parameteiBf (carphone) better than the bilinear interpolation. It should

7. (2) Quality comparison and (b) generated bitrate. be noted that a composed motion vector might not be optimal
because each dominant motion vector is an approximated

The performances of the bilinear interpolation method angjye. Furthermore, the composed motion vector may have

the proposed FDVS method are compared in Figs. 7 andy8graded performance due to the effect of reconstruction errors

using a public domain software [24]. As shown in Fig. 7(a), thghen a coarser quantization step size is applied during the

proposed FDVS outperforms the bilinear interpolation methqghnscoding. Therefore, the composed motion vector also needs

at various outgoing frame-rates. Also, the bilinear interpolatigg pe refined to improve the performance.

produces much higher bitrates than the FDVS as shown in

Flglz.i;(t;).and Table | show another simulation results of twB: Motion Vector Refinement for the Composed Motion Vector

test sequences, “foreman” and “carphone.” The performance off the & frames fromn — k& to n — 1 are dropped during

the proposed FDVS method is about 1.7 dB (foreman) and Qr@8nscoding, the base motion vector can be composed by
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TABLE I 33 T T T T T T T T 1
PERFORMANCE OBTAINED USING DIFFERENT MOTION VECTOR
ComPOSITION METHODS INCOMING BIT-STREAM OF 128 Kb/sanD 30

frames/s Ws TRANSCODED INTO 50 Kb/sanp 10 frames/s 32

- : Full-scale motion estimation
o : Motion vector refinement

Test sequence Composition method Average PSNR a1 = Using onlv base motion vectors |
Foreman F]?VS - - 29.5 dB . o
Bilinear interpolation 27.8dB
Carphone FDVS 32.7dB = 30
Bilinear interpolation 31.9dB

PSNR (dB

applying the FDVS. The resultant base motion vector will be

_ <Z (VaYea + T2)ne S (Viua + (Iy)n>

(9) 10 20 30 40 50 60 70 80 90
Frame number

where (Vz, Vy),,_q is the dominant motion vector at the ) ) ) )
Fig. 9. Performance of motion vector refinement with frame-rate conversion

frame @ - d)’ and (va Iy)" is the Incoming motion vector (“Foreman”). Incoming bit stream at 128 Kb/s with 30 Kb/s (300 frames) was
of the frame 4). transcoded to 32 Kb/s with 10 frames/s (search range dpixels applied).

The delta motion vector is estimated within a new search
area around the base motion vector as in the case of nonframe- WY
dropping: - , L""-,._
Dz, Dy) = arg i SAD 10 3
(Dz, Dy) = arg o D (10) \
SADp(m, n) = Z Z | Py (4, J) \

i

WK
b l\‘L‘-.

— R Y + Bz +m, j 4+ By +n)|

(11)

where the previously reconstructed reference frame for
(Dz, Dy) is set to the framen(— k — 1), the frame before the
first dropped frame. Our simulation results show that the new
search are#” can be as small a§%, the small search area
used in motion vector refinement without frame-dropping.

(@
Note that the macroblock coding mode is recomputed based
on the refined motion vector, not the composed motion vector. >
Figs. 9 and 10 shows the performance of motion vector /

refinement in frame-rate conversion. In the simulatiet®
pixels were used foiS”. As shown in Fig. 9, the quality
degradation introduced by using only the base motion vectors
was significant, about 0.7 dB on average, when compared with
the application of full-scale motion estimation. However, the
refinement of the base motion vectors increases the perfor-
mance almost to the level of the full-scale full-search motion
estimation.

V. ADAPTIVE MOTION VECTOR REFINEMENT ®)

In_ the mofﬂon vgctor ref_'nement dlscussed_m the prewom,i%_ 10. Subjective quality of the picture with the worst PSNR drop (frame
section, all incoming motion vectors are refined. Howevetiumber 34). Same coding parameters as in Fig. 9 were used). (a) Full-scale

there are cases where incoming motion vectors can prodie(29.29 dB) and (b) FDVS with MVR (28.90 dB).

near optimal results. Fig. 11 shows a performance comparison

for the two schemes: one reusing incoming motion vectogsiantization step size {2 quantization parameter) is much
and the other applying full-scale motion estimation. Theoarser than the incoming quantization step size. However,
quality obtained by reusing the incoming motion vectors iwhen the outgoing quantization step size is very close to the
indicated by the average PSNR degradations compared to fthabming quantization step size, the new full-scale full-search
obtained by the full-scale full-search motion estimation. Thmotion estimation does not produce significantly better quality.
quality degradation becomes significant when the outgoitg the figure, at 30 frames/s and when the same quantization



36 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 1, NO. 1, MARCH 1999

(SDRE) for the adaptive scheme:

(#) 2%

|AL(GE+ Bz, j+ By)|  (12)

SDRE Bz, By) =

where g and gfare the quantization step sizes used in the
current frame of the front-encoder and the previous frame
of the second-encoder, respectively. Whghis close tog,
SDRE will be small. Wher? is much larger tharq;, SDRE

will be reduced toy ; >°, |AL(i+ Bz, j + By)|. The square
function was determined experimentally. When some frames
are dropped as in Section IV-Bp™ and “¢” can be replaced

by the frame ¢ — & — 1) and the frame #(), respectively.
Note that the computation of (12) is as simple as checking
one search position in the motion estimation. Thus it does not
Fig. 11. Quality degradation when base motion vectors are used. “Foremaefuire much new computation.

of 300 frames was encod_ed using the quantization parameter of 5, an(\Nhen an incoming motion vector has zero value, a higher
then transcoded to lower bitrate using coarser quantization parameters. The : .
PSNR degradation means the difference PSNR between the full-scale motidfeshold should be used to prefer the use of the zero incoming
estimation and the use of the base motion vectors. motion vector. This is because a nonzero motion vector will

need more bits to code. The proposed adaptive algorithm is
step size is applied, the performance obtained by using némmarized as follows:
motion vectors is actually slightly worse than that obtained Compose the motion vector when frames are dropped
by using the incoming motion vectors. This is because when When a base motion vector is zero

Average Relative PSNR degradation (dB)

0.2

5 10 15 20 25
Ditference of Quantization Parameters

the quantization levels are similar, redoing motion estimation if (SDRE > Threshold) apply the motion
although sometimes can result in different motion vectors vector refinement

which produce slightly better SAD, those motion vectors otherwise, skip the motion vector refinement
may not optimize the PSNR. Using the incoming motion Otherwise

vectors results in the same reference block as that used in if (SDRE > Threshold) apply the motion

the front encoder. The residual prediction errors tend to be vector refinement

more correlated with the residual errors in the first stage otherwise, skip the motion vector refinement.

n r, which results in smaller ntization errors wh . . . . . .
encoder, which resu s smarer: qua t ato | errors %e simulation results which will be presented in Section VII
the quantization levels are similar. Fig. 11 implies that whe

show that the adaptive motion vector refinement can reduce

the quantization step size difference is small, the distorti? o computational complexity sianificantly while achievin
caused by the reuse of incoming motion vector is small. Thu P piexity sig y 9

it appears that we can skip the motion vector refinement thﬁ?f'y the same qu_allty achieved by applying the motion vector
inement at all times.

the quantization step size difference is small. However, the
skipping of the motion vector refinement based solely on the

quantization step size difference is not sufficient. In general, VI. FAST SEARCH ALGORITHM

the need for motion vector refinement depends on the effect ofFor the motion vector refinement scheme discussed in
the reconstruction errors relative to the strength of the motioprevious sections, the SAD’s of all checking points in the new
compensated prediction residual signal as shown previouslysimall search window are exhaustively computed to obtain the
(5), and thus is signal dependent. For example, if a macroblomtimal delta motion vectors. The computational complexity
is quantized to zero in the front encoder, it will also beequired by the exhaustive search can be further reduced. In
transcoded to zero when a much coarser quantization step $ide section, we propose a fast search algorithm to further

is used in the transcoder. reduce computational complexity by minimizing the number
Intuitively, when the difference of the quantization step sized required checking points.
is small, the effect of the term\%(¢, j) — AL(i +m, j +n) Fast search algorithms were extensively studied for the

in (5) becomes small. Furthermore, when the quantization stetand-alone encoder. Most existing algorithms assume that the
size of the second encoder is much larger than that of the froBAD’s decrease monotonically as the checking points move
encoder, the effect of the last two terms in (5) can be roughtyose to the global minimum point. Under this unimodal error
approximated to)_; >, |AZ(i + Bz, j + By)| from the surface assumption, several fast search algorithms to reduce
observation that the reconstruction error in the second encotler total number of checking points are possible [19]-[22].
AP(i+ Bz, j+ By) will dominate the first reconstruction errorHowever, the unimodal error surface assumption does not
A;(i, 7). Note thatA?(i + Bz, j 4+ By) can be calculated in hold in most real-world video sequences with a large search
the transcoder. window. Since many local minimum points may exist within

Based on these observations and simulations, we proptise large search window, most proposed fast algorithms are
a criteria function sum of differential reconstruction errolikely to be trapped in a local minimum. Whether it will be
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13. Performance of the proposed fast-search, adaptive motion vector
nement when the frame-rate was changed: (a) to 30 frames/s and (b) to
10 frames/s. “Carphone” of 300 frames was encoded at 128 Kb/s with 30
frames/s, and then transcoded to 32 Kb/s. (ThregshelB00, Threshold =

trapped in a local minimum or not depends on where we plaé@-) (a) Outgoing frame-rate: 30 frames/s and (b) outgoing frame-rate: 10
the starting checking point. That is, if the checking point&™mes’s:
are closed to the global minimum, then the chance of hitting
the optimal motion vector without being trapped in a locahows the best case for a search ranget@f pixels. The
minimum will be higher [19], [20]. HAVS compares the SAD’s of the starting point at position
In previous sections, we discussed the perturbation duelteand the adjacent left point at position 2 to determine the
the reconstruction errors. Since the perturbation is usuadirection for the next search. If the computed SAD at position
small, the base motion vector will be located near the globalyis smaller, then the point located on the left side at position
optimal position. Furthermore, the unimodal error surface c@nis checked. If the SAD at the position 2 is still smaller, a
be reasonably held around the point indicated by the baséimum point in the horizontal direction has been found.
motion vector, especially in a small search window. Therefordext, we go up in the vertical direction. We compare the
fast search algorithms are suitable for the motion vect®AD’s of position 4 and position 2. If the SAD of position
refinement. 4 is smaller, we continue to go up and compare the SAD’s
In this section, we propose a horizontal and vertical searoh position 4 and position 5. If the SAD of position 4 is still
(HAVS) scheme. Instead of searching all checking pointsnaller, we have found a minimum in both the horizontal
within the search window, the HAVS searches first for and vertical dimensions. In this best case, only five checking
minimum point over the horizontal line and then over thpoints are required. Fig. 12(b) shows the worst case situation.
vertical line. At the starting position in the horizontal searciThe order of the search positions is also shown in the figure.
only when the computed SAD on the left side is larger than thiitrequires seven checking points. On average, six points are
of the staring point, the points on the right side are searche@thecked when a macroblock needs to perform the motion
The vertical search is performed in a similar way. Fig. 12(ajector refinement. This number of checking points is smaller

Fig. 12. Proposed HAVS method. (a) Best case: five points are checked fEe |
(b) worst case: seven points are checked.
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TABLE I

wiTH 30 frames/saND TRANSCODED INTO 32 Kb/swiTH DIFFERENT FRAME RATES. [“M EAN %MB” | NDICATES AVERAGE NUMBER OF
MAcroBLOCKS TO WHICH THE MOTION VECTOR REFINEMENTS WERE APPLIED PER FRAME. “MEAN #CP” INDICATES AVERAGE NUMBER OF
CHECKING PoINTS PER MACROBLOCK NEEDED TO FIND THE MOTION VECTOR [*SPEEDUP RATIO” = (MEAN #CP x MEAN %MB)/(100 X
961)] (a) QutcoinG FrRAME-RATE: 30 frames/s, (b) OrcoING FRAME-RATE: 15 frames/sanp (c) OuTGoING FRAME-RATE: 10 frames/s

BBGDS + HAVS +
FULL-ME | BASE-ONLY | FULL-MVR | ADAPTIVE + | ADAPTIVE +
MVR MVR
Mean PSNR (dB) 28.61 28.16 28.60 28.57 28.54
Mean % MB 100 0 100 73 73
Mean #CP 961 0 25 13 6
Speed-up ratio 1 0 0.026 0.0099 0.0046
(@)
BBGDS + HAVS +
FULL-ME | BASE-ONLY | FULL-MVR | ADAPTIVE + | ADAPTIVE +
MVR MVR
Mean PSNR (dB) 29.65 28.91 29.61 29.54 29.56
Mean % MB 100 0 100 71 70
Mean #CP 961 0 25 13 6
Speed-up ratio 1 0 0.026 0.0096 0.0044
(b)
BBGDS + HAVS +
FULL-ME | BASE-ONLY | FULL-MVR | ADAPTIVE + | ADAPTIVE +
MVR MVR
Mean PSNR (dB) 30.53 29.62 30.51 30.26 30.28
Mean % MB 100 0 100 68 67
Mean #CP 961 0 25 13 6
Speed-up ratio 1 0 0.026 0.0092 0.0042
(©
TABLE 11l

PERFORMANCE OF THEPROPOSED SCHEMES THE BIT-RATE AND FRAME-RATE OF INCOMING
BiT-StREAM |s 128 Kb/sanp 30 frames/s. (iREsHoLD; = 300, THRESHOLD: = 500)

(Unit : dB)
Test Outgoing Outgoing bit-rates
sequence Frame rate 64 kbps 32 kbps 16 kbps
FULL-ME 39.60 37.07 34.49
30 BASE-ONLY 39.50 36.75 33.63
HAVS+ADAP+MVR 39.55 37.06 34.37
Mean % MB 12 % 25 % 31 %
FULL-ME 4041 38.13 35.66
Claire 15 BASE-ONLY 40.16 37.62 34.82
HAVS+ADAP+MVR 40.40 38.03 35.63
Mean % MB 10 % 22 % 30 %
FULL-ME 40.58 39.17 3741
10 BASE-ONLY 40.20 38.60 36.63
HAVS+ADAP+MVR 40.57 39.04 37.27
Mean % MB 9 % 23 % 29 %
FULL-ME 34.17 32.20 30.62
30 BASE-ONLY 34.15 31.78 29.91
HAVS+ADAP+MVR 34.12 32.17 30.52
Mean % MB 45 % 64 % 68 %
FULL-ME 34.88 33.25 31.32
Suzie 15 BASE-ONLY 34.52 32.71 30.43
HAVS+ADAP+MVR 34.84 33.17 31.28
Mean % MB 35 % 57 % 63 %
FULL-ME 35.25 33.79 31.88
10 BASE-ONLY 34.81 33.06 30.96
HAVS+ADAP+MVR 35.23 33.68 31.83
Mean % MB 37 % 53 % 62 %
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than that of the popular block-based gradient descent searcin addition, we have proposed an adaptive motion vector
(BBGDS) [20] which may require on average of about 18finement scheme. This scheme significantly reduces the num-

checking points. ber of incoming motion vectors needing refinement. To further
reduce the computational complexity, we have proposed a fast-
VII. SIMULATION RESULTS search algorithm which requires less checking points compared

in all the simulati ted in thi test to other fast-search algorithms. We have showed through
nat e simulations presented in this paper, 1est SeQUENEER, | ations that combining the motion vector refinement with
of QCIF (176x 144) were encoded at high bitrate using af'xegwéinadaptive and the fast-search scheme produces almost the

guazr:ltlz'aAt;?E F)faraTeter, dor utsr:n%.thtefrate—control mp:jle(rjnentg e performance as the full-scale motion vector refinement.
in [24]. € front-encoder, the 1irst irame was encoded as gl ave extended the motion vector refinement scheme to

intraframe {-frame), and the remaining frames were encodq e case when the frame-rate conversion is needed. We have

as interframes I-frames). These picture-coding modes We(rEroposed a forward dominant vector selection (FDVS) com-

preserved during the transcoding. In our simulations, bi osition method to compose an outgoing motion vector from

rectional pred.icted framesB{frames) were not considered. he. incoming motion vectors of the dropped frames. We have
However, the idea of the proposed scheme can also be appb gwn that the FDVS method performs better and requires

to B-frames. When no frame was dropped, the macr_oblo? S computation and memory than the bilinear interpolation
coding-modes were reused. In the frame-rate conversion, M&thod. Through extensive simulations we have showed that
m_acrobIO(_:k codmg-m_odes were recomputed. A f|xgd SearGs proposed fast-search adaptive motion vector refinement
wmdc_)w size of+ 2 pixels for the motion vector reﬁnementscheme can improve the video quality to the level achieved
and flxed-thresho!d values (Threshple 300, Threshplg ~ by using the full-scale motion estimation, with minimal com-
500) for the adaptive scheme were used for all the S'mUIat'orrﬂ)%tational complexity.

Fig. 13 shows the simulation results of different motio
vector refinement schemes at different frame-rates. The per-
formances of the FULL-MVR (nonadaptive motion vector ACKNOWLEDGMENT
\r/eefgsrm reerml‘it%'erisriDv?thrh %DBAGPDSJ; ,\g\n/clj? l_(|aA<3/z;pt|\'&eD ;\nF? t!cin The authors would like to thank the reviewers for their
MVR (adaptive motion vector refinement with HAVS) Werevaluable comments.
compared.
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